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e e e e feT (At T e haten e | (Ao R)
S (SO IACO | (A ?

2. (GBI SIS G 0 B (AN 2

o, (IBITEGI IO B (N ?

8. (O UGG ua e (e

C. (SO IR (R (T [ IS FUF D ?

v, (THT T IS B (AT 2

q, T A (TG (T SR L OId I {2

b FiI6 IS < (IR 2

>, (Bl CCRFIN SRS SIS ICeT ? G0 CHIRAI 7€ |

So.  (GOI I CeTIa SIS 0o | (I ? G0 Srizae e |

sy, O ITre F @A ? «GREGIAY @ 7T=+F 5 2

3%, (CHIEEITS 49 GGREE T =it ¢ @it viat @GRS GaTm e
vo.  TEF GG IACT I (AN 7 SRR HIS |

38, U SIBCTHIE R IgR R ?

se.  THCEmEIE B REce 1 @IAN ?

Y. (CHIRMA B (eI R o a0

sa. IR FECS [ (@I 2 SuiRgewiS |

{9 }
J



COMPUTER SCIENCE Class XII Semester 4

W IIGCCERIECO F (A 2 SRR A€ |

5o, D (6 RCeTIaTeT SeTCsd = SR S fera 1w (10|

0. TG IR B ST G T A1 6 2

2. GGl EBRGFACE oA FANACE 7

2. SRR IS & (630 2

20, ORI QleCalb s I eTeal 2

8.  GARFEhvIIsaaseis?

. SINEIFAA P AR SHACTH N TR B 7

franre emefim (e @Eie e bateante | (oo )

S, (OOIRCR SISl $feT i 54|

SN | 2| G U A (AR CE N IR A G (SR BBl AT B (SR TS (S

o, AN (b1 SGCHTS R feeie (U1 2 GToCT™ Te1ce 1 (NN ?

8. Wi ereye «fffatt Wk fTarze UGSt w4 =gl 9727 1 ¢ Toige Srizaem®
BRG]

e.  «afSfEmERTICeEE R Pt @ er ameaiTer S 4|

v CBIBTR A RTComE @3 AR #bRTCem e Te e S @I ? SriRRd wie |

q.  CBIBIE CoMeT e TETCe 1 (IICAT 2 SRIZA 7€ |

v, AfEEE CofeceE IEre @Il s Swizge e |

5. TASAIIIACE I QN ? SRS SRR I 4|

S0, TCAZAI GATIOIG] qefell TR SwIZRe! T2 |

(10)
{ 10 j



COMPUTER SCIENCE Class XII Semester 4

.
R
29,
58.

Se.

o,

4.

b

0.
20,
2.

Q.

Q9.

8.

R¢.

B AR [ G CCHH | 209 7N 7 J AR A A |

(TIP3 FACEHR IECO I CQNCIN 2 SHIZe TR I |

ST G FIG I (&lTeTF @a ey el {5 7 (F14f5 (@ fKateme aRziEa (F g 0
T AIeT SIS (5 (E SR St b B oye Snizgel g 17 4|

TSfRIB @3 S7CE5, AR 3 i 5 26l Faes5o wikae 293= Aol
IR ?

TG K TS NG TS G2 THIZel 72 76/ 51|

(GO G0 (BRI gl PSR F (2R ({19 T ? SRS SQL TG G (574 |
SO N2 S FLUH I ? 9o GRS Srizgel 72 A1 4 |

oF71 ©I2 932 ZIOR G S0 #1120 Fefel] T SvIZde TR |

5 (GRS B e STy S O G SR SQL IS (514 |

ON DELETE SET NULL @3 ON DELETE CASCADE 93 (& 2112/ & ? Swizael
AR RIS

S{(ETS SR AR 5 Il F1Ce18 Siiczmie 286 w10 211 ? G Srizge vie
AT LTETS AT AN PSS 2 | (@0 A |

(16 EBIRCAFHCE PSS (M6 2T G (76 TG IC1 S eI e foraice
e

TRCeTI=TeT SeTCeas (Pl SAICTIe W A=l G171 SfeTcs Al (el 27 (THIea
(ACH?

Char 93¢ varchar (GG 5139 G304y 21 5 9

S



COMPUTER SCIENCE Class XII Semester 4

freaasfarTe e feasy (Ate @ (@R foabateawie| (21T @)

.

.

S0,

.

oR.

29,

I enfEGaoa G e ada

(I @16 BB (9T (F0d E-R (O $FFG G5 9| E-R NG 2G]
w1 (Bh1a fCerza a0 /if7 2 g a1 #lfaorzee @ AR agre Teawie|

G310 02 YN (FIAI (BHITIH (Ol TG E-R NG #1135 |
a5 T &SI (BH 1 (o TG E-R NCSCa <541 St |

E-R SO CFCE MBS G2 (SAITISCE™IE 610 Bl (QICAT G (e
TPl IR fog TR e I 51 |

QB G2 IR e a5 50y 712l 6 5| 52 (I Heea#=i a<za
TS GRS SRR I 4|

G516 E-R W0wa (A0S FIfeTfe @i re-z izl e Remieie scee cofa saca
NIICLFEREERIRIESET

B 2T 2O S B 2GR 17 (el 2 IR AR I |

RS SIEEER CFea P, drsa=a a3e e St Swizge
AGCNCH eI 1|

TIPSl (O (316 S (o1 Sriasel 7R eaIce ¢l 54 |

CTETE SR 6100 F (@I 7 G5 SIZAe 18 (LTS P S @3
AIEDIRICIRIY

SQL 9 Gfalesis Scat<m @ et Srizas F=eaiel 9 5|

SQL « € « (5fceTa sty =112/ <5 7 Srigael i) qofe 541 o «a Somife!
S84

8



COMPUTER SCIENCE Class XII Semester 4

58.

SG.

o,

S4.

b

Supplier (sid, sname, address)
Parts(pid, pname, color)

Catalog(sid, pid, cost)

CocaR 5wl 5 Rame 03 0o a e efer sy Reeimie Srieted 3k oIk ey
SQL T &fe (14|

T T A (T FNE AT A LNE FCACE I AN ([FAFA|
@ANE AR (TS A Qe ST 2AGH M LNBF AR O sid (@EFA|

SQL ¢ fFeIta #(7i51+ b a1 23 ? Swigae 7Eeaice 3¢ 541 fFeia o = @56
(BIRICeTa YGIH1R A (FCA SR e (BT (o 0 AT 2

SQL @ where 93X having €3 712 Srizde 312 %[« F1 Union << union all €<
(12T AR TR 6 |

SQL ¢ fFeita g3sfb (5t @iifReE (F unique key FICI 7 SHIRA A€ | like 98 =
S5 G A1 ST ARG e |

Dangling tuple ¥ (T5I(3 @ (ofF 27 Twizge W (@R1€ | Count(*) 97 F1e fF ¢
Y b IR AL ?

=)



COMPUTER SCIENCE
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Unit -2

Artificial Intelligence.

Question Pattern [Short Answer Questions, Descriptive Questions) Marks : 35
TOPIC Short Answer Short Answer Descriptive Type |TOTAL
Type Questions Type Questions Questions
(2 Marks) (3 Marks) (5 Marks)
Foundation of 1X2=2 1X3=3 2X5=10 15
Artificial [ 1 out of [ 1 out of [ 2 out of
Intelligence 2 questions | 2 questions | 4 questions |
TOTAL 4 6 25 35
Topics Covered

Definition and scope of Al., Historical overview and key milestones.,Differentiating Al
from human intelligence.,Al Subfields and Technologies, Machine learning: Supervised,
unsupervised, and reinforcement learning., Deep learning and neural networks.

Natural language processing (NLP) and computer vision, Search as Optimization (only
Basic Concepts), Strategies for State Space Search.Data Driven and Gold Driven
Search.Heuristic Search, Breadth First Search and Depth First Search.A*
Search.Applications of Al

Al in finance: Fraud detection, algorithmic trading, and risk assessment. Al in customer
service and chatbots. Al in education: Personalized learning and intelligent tutoring
systems.

Ethical and Social Implications of Al Bias and fairness in Al systems. Impact of Al on
employment and the workforce. Al and social inequality.

=
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Probable 2(Two) Marks questions covering widely covering the above topics:

Definition and Scope of AI

1. Define Artificial Intelligence in simple terms.

2. What is the main goal of Al research ?

3. Name two tasks where Al can outperform humans.

4. Mention two characteristics of an intelligent system.

5. Differentiate between narrow Al and general Al with one example each.

Historical Overview and Key Milestones

6. Who is considered the father of Artificial Intelligence, and what was his

contribution ?
7. What was the significance of the Turing Test proposed by Alan Turing ?
8. Name two early Al programs developed in the 1950s or 1960s.
9. What caused the “Al Winter,” and how did it affectresearch ?

10. State one recent advancement that led to the revival of Al

Differentiating AI from Human Intelligence

11. Give one major difference between human reasoning and machine reasoning.

12.  Whydo humans possess emotional intelligence but Al does not ?

13. Explain one example where human intuition outperforms Al.

14. Why is explainability an important issue in Al compared to human decision-
making ?

(15 )
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Al Subfields and Technologies

15. Whatismachine learning ? Give one real-world example.

16.  Define supervised learning with one suitable example.

17. How doesunsupervised learning differ from supervised learning ?

18.  Whatisreinforcement learning ? Give one example of'its use.

19.  Whatisaneural network ?

20.  Nametwo common applications of Natural Language Processing (NLP).

21.  Whatis Computer Vision used for ? Give one example.

22. Define the term state space search in Al.

23.  Differentiate between data-driven and goal-driven search strategies.

24. What is the main difference between Breadth-First Search (BFS) and Depth-First
Search (DFS)?

25. Whatis aheuristic function in search algorithms ?

26. Whatis the main advantage ofthe A* search algorithm ?

Applications of Al

27. How is Alused in fraud detection in finance ?

28. Give one example ofhow Alisused in algorithmic trading.

29. Whatisrisk assessment, and how can Al assistinit?

30. Name two examples of Al in customer service.

31.  Howdoes Al support personalized learning in education ?

{16}
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32.

Whatis an Intelligent Tutoring System (ITS) ? Give one example.

Ethical and Social Implications

33.
34.
35.
36.
37.

What does bias in Al mean ? Give one example.
Why is fairness important in Al systems ?

State one possible impact of Al on employment.
How can Al contribute to social inequality ?

Suggest one way to make Al more ethical.

Definition and Scope of Al (SNZ-@F A @ (faf¥)

1.
2.
3.
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Search as Optimization (316 q <%= R wf*Baigre=)
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Probable 3(Three) Marks questions covering widely covering the above topics:

Definition and Scope of AI

l.
2.

10.

11.

12.

Explainhow Al helps in automating decision-making with one real-life example.
Describe any three main areas where Artificial Intelligence is commonly applied.

How does Al differ from traditional programming ? Give one example to support

your answer.

Write a short note on the Dartmouth Conference (1956) and its importance in Al
history.

Explain the role of expert systems in the early development of Al. Give one example.

How did the advancement in hardware (like GPUs) accelerate modern Al

development ?

Compare human intelligence and artificial intelligence based on learning, creativity,

and emotions.

Give an example where combining human and Al intelligence produces better

results.
Why can't Al completely replace human intelligence ? Explain with two reasons.

Differentiate between machine learning and deep learning with one real-life example

each.

Explain with an example how reinforcement learning uses “reward and punishment”

totrain anagent.

Describe how a neural network processes input data through layers to make a

decision.

(M0 )
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13.
14.
15.
16.

17.
18.
19.
20.
21.

22.

23.

O O

O

O

Whatis therole of Natural Language Processing in chatbots ? Explain briefly.
How does Computer Vision help in self-driving cars ?
Explain with an example how state space search can be represented as a tree.
Whatis the difference between informed and uninformed search strategies ? Give one
example of each.
Explain how a heuristic function improves search efficiency.
Describe the use of Al in healthcare with one real-world application.
Explain how Al helps in e-commerce platforms for product recommendations.
How does Al-based credit scoring assist banks in decision-making ?
In a search tree, each node generates 3 successors, and the tree depth is 4.
—Find the total number of nodes generated.
(Hint: Totalnodes= 1+b+b?+b*+b*)
A Breadth-First Search expands level-wise. If the branching factor = 2 and goal
depth =5, how many nodes will BFS generate ?
InA* search, if

path costso far (g) =8,

heuristic (h) = 6,

compute f(n) = g(n) + h(n).

A classification model gives the following results:

True Positives =40

False Positives=10

False Negatives =5

—(Calculate Precision and Recall.

(Precision=TP/(TP+FP),Recall=TP/(TP+FN))
(1)

{21 ]



COMPUTER SCIENCE Class XII Semester 4

25.

26.

27.

O O O

28.

29.

30.

31.

In a dataset, actual values = [5, 6, 7] and predicted values = [4, 7, 8].

—Find the Mean Absolute Error (MAE).

(Hint: MAE = average( |actual — predicted|))
Suppose aregression model predicts house prices.
Actual =[200,250,300], Predicted =[210,240,290]
—Compute Mean Squared Error (MSE).

InaNaive Bayes model:

P(Spam)=0.4, P(Not Spam)=0.6

P(word="Offer" | Spam)=0.8

P(word="0Offer" | Not Spam)=0.2

—Compute which class is more likely for an email containing the word "Offer".

A dataset has 10 samples, 6 belong to Class A and 4 to Class B.

— Compute Entropy.

(Hint: E=—(p1 log2 p1 +p2 logz p2 )

In KNN classification, the distances of a test point from its 5 nearest neighbors are:
[2,3,3,4,5]withclass labels [A, A, B, A, B].

— Predict the class using majority voting.

Arobot moves from node S to goal G through paths with the following costs:
S-A=3,A-B=4,B-G=5.

If heuristic h(S)=9, h(A)=7, h(B)=4, find the total estimated cost f(S) for the path
S-A-B-G.

In apathfinding problem, three paths have total costs:

Path1 =14, Path2 =12, Path3 =10.

— Which path will be selected by A* search if heuristic is ignored (uninformed
search)?

{22}
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32.

33.

34.

35.

A*searchuses f(n)=g(n)+h(n).
FornodesA, B, C:

A:g=4,h=6

B:g=5,h=3

C:g=6,h=1

—Which node will A* choose next?

During model training, learning rate o = 0.1 and the gradient of loss = —20.
— Compute the weight update A w=—a x gradient.

Suppose the model error decreases from 0.50 to 0.35 after training for 5 epochs.
—Find the average error reduction per epoch.

A dataset has 12 samples; 9 are correctly classified.

— Compute the Accuracy (%) of the model.

B
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14.

15.

16.

17.

18.
19.

20.
21.

22.

23.
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24.  @f6 el ACete MRl weiwe e (altg —
True Positives = 40, False Positives = 10, False Negatives =5
— Precision 938 Recall fof 211
(Precision=TP/ (TP + FP), Recall=TP/ (TP + FN))

25. @b (BOICICE Actual S =[5, 6, 7] 3% Predicted S = [4, 7, 8] |
— Mean Absolute Error (MAE) &¢f@ s5cat|
(2fere: MAE = average(|actual — predicted|))

26. @ fareHis sces Jifw wis s S|
Actual =[200, 250, 300], Predicted = [210, 240, 290]
— Mean Squared Error (MSE) fiefr ¢4

27. @35 Naive Bayes S(GCeT:
P(Spam) = 0.4, P(Not Spam) = 0.6
P(word="Offer" | Spam) = 0.8
P(word="Offer" | Not Spam) = 0.2
— “Offer” *[wf5 A< FEEH (1 #f9TS (Spam / Not Spam) 21G( @ faefa
Ba&IN
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30.

31.

32.

33.

34.

35.
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— 3 2B fAF5F ©roF 41 & (uninformed search), 93 (14 #1216 <io® 217
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M
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B: g=5,h=3

C: g=6, h=1
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Probable 5(Five ) Marks descriptive questions widely covering the above topics:

Definition, Scope & History of AI

1.

Explain in detail the scope of Artificial Intelligence in modern industries. Give

suitable examples of how Alimproves efficiency in at least three different domains.

Discuss the major milestones in the history of Al from 1950 to the present day.
Highlight the impact of the Dartmouth Conference and the Deep Learning

revolution.

Compare Al, human intelligence, and traditional programming in terms of learning,

adaptability, and creativity. Give one example for each to support your answer.

Al Subfields & Technologies

4.

Explain with diagrams the working process of a neural network, including input,
hidden, and output layers.

Describe Supervised, Unsupervised, and Reinforcement Learning with examples.

How does each type handle data differently ?
A reinforcement learning agentreceives rewards as follows:
Step 1: +5, Step 2: +10, Step 3: —2, Step 4: +7
— Calculate the total cumulative reward and explain how such rewards influence

the agent's learning process.

Describe how Natural Language Processing (NLP) is applied in machine translation
systems like Google Translate. Mention the role of tokenization and semantic

analysis.

(g )
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8. Explain how Computer Vision algorithms detect and classify objects in an image.
Giveasimpleblock diagram and one real-life example.

Search & Optimization

9. Explain the concept of State Space Search. Represent the “8-puzzle problem” as a
state space tree and describe how BFS or DFS can be used to find the solution.

10.  Distinguish between informed and uninformed search algorithms. Discuss how A*
searchuses both path cost and heuristic to find the optimal path.

11. A search tree has a branching factor of 2 and depth = 6.
— Calculate the total number of nodes generated and explain why BFS can
become memory expensive in such cases.

12. In a given A* search problem:
Node A:g=5,h=4
NodeB:g=4,h=6
Node C:g=7,h=2
— Compute f(n) = g + h for each node and determine which node will be selected
next.

Al Applications

13.  Explain how Al is transforming the education sector through personalized learning
and intelligent tutoring systems.

14.  Describe how Alis used in fraud detection and risk analysis in financial institutions.

Give one example of an algorithm used for this purpose.

(9 )
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15.

16.

17.

Write a short note on the use of Al in healthcare, especially in disease prediction and

medical image analysis.

Discuss the role of recommendation systems in e-commerce platforms. Explain with

an example how machine learning algorithms suggest products.

Explain how Al chatbots work using NLP and intent recognition. Describe the steps

from user input to system response generation.

Ethics, Bias, and Social Implications

18.

19.

20.

21.

What is algorithmic bias in Al systems? Explain with an example how bias can

appear during training and how it can be reduced.

Discuss the ethical challenges of Al in decision-making systems, such as hiring,

surveillance, or criminal justice.

How is Al affecting employment and workforce structure? Explain both the

opportunities and risks Al brings to human jobs.

Write a short essay on the social inequality caused by uneven access to Al technology

and suggest solutions to minimize it.

Problem-Oriented Numericals

22.

In a dataset of 8 samples, the model correctly classifies 6. If 1 is a false positive and 1

is a false negative, compute:
Accuracy

Precision

S
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23.

24.

25.

Recall

Explain what each metric represents.

For a regression problem, the actual values are [ 10, 15, 20] and predicted values
are [12, 14, 18].

— Compute Mean Absolute Error (MAE) and Mean Squared Error (MSE).
Interpret the result in simple terms.
Consider the following probability data for a Naive Bayes Classifier:

P(Sports) = 0.5, P(Not Sports) = 0.5

P(word="win"|Sports) = 0.9, P(word="win"|Not Sports) = 0.3

— Find which class is more likely if the word “win” appears.
A KNN classifier has k = 5 neighbors with distances [ 1, 2, 2, 3, 4] and classes [ A,
A,B,B, Al

— Predict the class label and explain how majority voting helps determine the

outcome.
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BENGALI VERSION

Definition, Scope & History of AI

1.

S ISR (Al A9 (9 (scope) KRBTGS A1y (1| =S foab (Fq
TR o0l (T ATl (A |

$9E0 (ATF TSN AT Al-47 o1 30T € BTGl NEACHTSTHA! A S|
R Dartmouth Conference €<% Deep Learning R#i(78 de1< G |

Al 93 @€l G} traditional programming—a3 MK GeTell (A (¥4 e,
SIS EH{& ¢ emmlieTod fofers | greaha b Faenzaa e |

Al Subfields & Technologies

4,

G35 Neural Network-93 FIEA Q21T diagram 2 1T ¢4l (input, hidden,
output layer*2) |

Supervised, Unsupervised €<% Reinforcement Learning—éq L) e [@RITe
TwizoPTz | elfefb eIt data IR S0 O 1T AT

935 reinforcement learning €& VNS %TRE (reward) CoRCZ —

Step 1: +5, Step 2: +10, Step 3: —2, Step 4: +7

— (G cumulative reward 916 T G3% (IR ST G2 FTRIFYCE QSO
I el e

Natural Language Processing (NLP) ®It3 Google Translate-431 STl (/e
GITCETIe PG Aa2re 230 8l ARl ST | Q2T tokenization '@ semantic analysis-
GG @RS |

[
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8. Computer Vision ¥ @3 51 I8 *WIe € /fdm (2 Ol diagram 72 01201
T GRG0 A CIRA W€ |

Search & Optimization

9. State Space Search XIFNf (RIS | “8-puzzle problem”-(F GF(G state space tree
SIFICT B S G I S F©ICI BFS A1 DFS e il 1 1

10.  Informed €93% Uninformed search algorithm-43 S 2112/ 717 FCAT1 A* search
FISI(A path cost € heuristic IRZT IR optimal path (S ([FIFCI O (ARG |

11. 93 search tree-9d branching factor = 2 @3 depth = 61
— (16 FOCE node TS 20 O 510+ FCAT G (€ (Fe BFS (I (eaNifa 52«
AN

12. @36 A* search PR —
Node A:g=5,h=4
NodeB:g=4,h=6
Node C:g=7,h=2
— 2IfSf node-9a & fin) = g + h 91 FCAT @R L7 FCE (F noded =S
Il (AR (1SN 2|

Al Applications

13.  Education sector-4 Ffas IaTed S (@™IS — personalized learning '€
intelligent tutoring system-43 SNICN ST #7F Teye 20v% @l foT04ll |

14.  Finance sector-4 Al S1®I(J fraud detection '€ risk analysis-< J7%® 23 o I

a1 @3 W algorithm-GF TE SHIZI 7€ |
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15.

16.

17.

Healthcare-9 AI-93 21K A1 FCIT — (I (V9] 5T (disease prediction) @
IGTeT 20t (a9l (image analysis) |

E-commerce platform-¢ recommendation system-4< 9 <1 IR A SHEIHE
QRS FISII @R TR (LTS ACETH FACO AT I

Al Chatbot STSI(J 1% (2 1 127 ¢TI NLP '€ intent recognition-<3 ST user
input (AT system response GO A/ STE! (JRATS |

Ethics, Bias & Social Implications

18.

19.

20.

21.

Algorithmic bias F1? GFf0 SIZReNZE A1 FCA FIICA bias training data (JCF
SIS AN GO FACAIL SR ol

P& &z Ize Al PIEHINR (e 3537 (ethical challenges) WG SICEIB! FC1
— (I BIR R ez, eramif ety o (Fea |

BRI 8 FHCFHCG Al-9F &SR 1A FCA| A6 FISIE T A T FA0% G H
LR QR SR @l o |

Al 2T ST 2(R(IfEFTR (social inequality) SIS F AR (FACE ©f 1L FCAI
G AL G BB |

Problem-Oriented Numerical Questions

22.

@30 dataset-9 (G 86 sample IECRI
65 APFSITA classified ZACE, 116 false positive €<% 175 false negativel
— Accuracy, Precision ‘€ Recall 914 FCAT €3 &0 bd o2 At ST

=)
34
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23. (6 regression TR —
Actual values = [ 10, 15, 20], Predicted values = [12, 14, 18]
— Mean Absolute Error (MAE) €<% Mean Squared Error (MSE) fef &5a @2
RGOS FeTIPeT AT F T

24. @35 Naive Bayes classifier-4 @2 —
P(Sports) = 0.5, P(Not Sports) = 0.5
P(word = “win” | Sports) = 0.9, P(word = “win” | Not Sports) = 0.3
— ¥[37 “win” 2FC (&I @I (class) @ TERy o1 fef S|
25. 93 KNN classifier-4 k = 5 €3 79T [1, 2, 2, 3, 4], (el [A, A, B, B, Al
— Majority voting SIS class label f14fae ST @< (@_Me Freim @ft Fraics
RS FCA|
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(COMPUTER SCIENCE- Model Question 1)

Question Pattern [Short Answer Questions, Descriptive Questions) Marks : 35
TOPIC Short Answer Short Answer Descriptive Type |(TOTAL
Type Questions Type Questions Questions
(2 Marks) (3 Marks) (5 Marks)
Data Base 1X2=2 1X3=3 3X5=15 20
Management [ 1 out of [ 1 out of [ 3 out of
System 2 questions | 2 questions | 6 questions |
Foundation of 1X2=2 1X3=3 2X5=10 15
Artificial [ 1 out of [ 1 out of [ 3 out of
Intelligence 2 questions | 2 questions | 6 questions |
TOTAL 4 6 25 35
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Question Structure to be followed :

A)
B)

A)
B)

A)

B)

A)
B)

Section-A [ for 2 marks questions ] 2X2=4
Answer any one question out of two questions
Whatdo youmean by Schema ?

State the responsibilities of Database Administrator (DBA)

Answer any one question out of two questions
State the basic difference between artificial intelligence and human intelligence

State the Turing Test.

Section-B [ for 3 marks questions ] 2X3=6
Answer any one question out of two questions

State the major drawback of ER-model. How do you overcome that drawback ?

1+2

State the advantages and disadvantages of database management system over

traditional file processing system.
Answer any one question out of two questions

Differentiate between supervised and unsupervised learning

Discuss any three major applications of Al in our real-life.

(37)
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A)

B)
C)

D)

E)

F)

A)

B)

C)

D)

Section-C [ for 5 marks questions ] 5X5=25
Answer any three questions out of six questions

“Tuples in a relation are not ordered” -Justify. Why do we need referential integrity

constraints ? What will happens ifitis notset. Explain with an example. 2+3
Explainthe concept of specialization and generalization inthe ER model.  2)42+2%

What do you mean by aliasing ? “Every super key is key but not every key is super
key” —justify. 2% 42V
What do you mean by horizontal partitioning and vertical partitioning ? Explain with

examples. Whatare the basic relational algebra operations ? 3+2

Explain the main difference between equi-join and natural join with suitable

examples. What do you mean by aggregate function ? 4+1

What are the differences among drop, delete and truncate ? Explain with examples.

Also, specify which are DDL commands and which are DML commands. 3+2

Answer any two questions out of four questions

What do you mean by heuristic search? Differentiate between BFS and DFS
algorithms. 2+3

Explain the basic concept of natural language processing with some examples. What

do youmean by computer vision ? 3+2

What do you mean by Chatbots ? Give one example. What do you mean by Artificial
Neural Network (ANN) ? 2+1+2

How is Al technique used to identify fraud? Can Al predict fraud with 100%

accuracy ? Ifnot, whatis the acceptable accuracy rate. 3+2

(22 )
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Bengali Version

SECTION — A (7033 &%) [2x2 =4]
eif o SO (@ (FI @ T A3 Teamie |
Data Base Management System (DBMS) (T3 (TN @16 T4F T@a 7 e)
A)  SchemaJeCe GRIHI (AT ?
B)  Database Administrator (DBA -3 AIfRITZ SCad Al |

Foundation of Artificial Intelligence (AI) (T (FITI 9% ATHITEaVe)

A) s gf@wel (Artificial Intelligence) €% < Jf@wrel (Human Intelligence)-4%
S0 (T w12y S e A |

B)  Turing Test® Sl 15|

SECTION — B (© <59 &%) [2x3=6]
effb s n2 Tty @ (T @ ereaTeawie |

Data Base Management System (DBMS) (3 (FIT1 46 2T2A TGATS)

A)  ER-Model-93 24« Aae! (drawback) F1? IS (12 ARGl Nows F1
qRI? (1+2)

B) Database Management System-<< 91 Traditional File Processing System-<<
AR @ SRS F A |
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Foundation of Artificial Intelligence (AI) (3 (FITl OF 6 ATHF T€aWS)
A) Supervised €32 Unsupervised Learning—43 T4 =12/ A5t AT
B)  SINICHA (Ao el G Al-43 oG essmgsief eltaol g Staoe 0l |

SECTION — C (¢ 933 &%) [5x5=25]

Trafre e fem STy DBMS (A0S (It foab @3z Al (20T et uit avea Tee
we |

Data Base Management System (DBMS) ( (¥ (FIt1 feafs etea Teawie)

A) “Tuples in a relation are not ordered” — @2 I&H @fEFSI AL FCA|
Referential Integrity Constraints (e @[CTe ¢ A @fb (316 71 41 27, O3 I A6 ?
CIRRTR 1 Al (2+3)

B) ER-Model-9 Specialization €<% Generalization &R0 515 ¢ | (2% +2%)

C) Aliasing ITC® S (AT ? “Every super key is a key but not every key is a super key”
— @2 e (eI @A FE | (25 +21%)

D) Horizontal Partitioning 9<% Vertical Partitioningﬁ?f ? NIRRT 1< A | GRIOT Y&

Relational Algebra Operations 11 o G4 FCA (3+2)
E) Equi-Join @3% Natural Join-9d Sy 2N SWRReE 1T S Aggregate
Function 3¢S 1 (JCAT 2 (4+1)
F)  DROP, DELETE €38 TRUNCATE-43 SIC4f #1265 127 (A1 SUIZAeTZ | @RGHe
S(HY I (FSCE DDL 93 (S EH DML IS | (3+2)
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Foundation of Artificial Intelligence (AI) (( (FITAIMH AT3F T€anS)
A)  Heuristic Search I51C® F (AICT ? BFS @38 DFS SU/fRCsIa S04 #1126 (@IS |

(2+3)
B) Natural Language Processing (NLP)-93 G136 €176l SrizgerTz A<l S| 9»T1e
Computer Vision I51C 1 GG 7 (3+2)

C) Chatbot I5TCS F1 (G ? @6 ©HIZS WIS | Artificial Neural Network (ANN) J67C©
FI @I ? (2+1+42)

D) Al technique SI(3 Fraud Detection-4 J2[F 41 21 ol 7271 FCAN AL 5 100%
ARFSICE Fraud SR faC #{1= 7 1w =1t A1, SI=0eT 2260195 Accuracy Rate 7 ?
(3+2)
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(COMPUTER SCIENCE- Model Question 2)

Question Pattern [Short Answer Questions, Descriptive Questions) Marks : 35
TOPIC Short Answer Short Answer Descriptive Type |(TOTAL
Type Questions Type Questions Questions
(2 Marks) (3 Marks) (5 Marks)
Data Base 1X2=2 1X3=3 3X5=15 20
Management [ 1 out of [ 1 out of [ 3 out of
System 2 questions | 2 questions | 6 questions |
Foundation of 1X2=2 1X3=3 2X5=10 15
Artificial [ 1 out of [ 1 out of [ 3 out of
Intelligence 2 questions | 2 questions | 6 questions |
TOTAL 4 6 25 35
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Question Structure to be followed :

A)
B)

A)
B)

A)
B)

A)
B)

Section-A [ for 2 marks questions ] 2X2=4
Answer any one question out of two questions
Listany two advantages of using a Database Management System (DBMS).

Define a datamodel.Name any two types of data models.

Answer any one question out of two questions
Differentiate between supervised and unsupervised learning.

Whatis Natural Language Processing (NLP) ? Mention two applications of NLP.

Section-B [ for 3 marks questions ] 2X3=6
Answer any one question out of two questions

Whatisaweak entity ? Give example 2+1

What are the main types of database languages ? Give one purpose to each.

Answer any one question out of two questions
What is computer vision ? How does it help machines understand images or videos ?

Compare traditional programming with machine learning approaches

)
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A)

B)

C)

a)

b)

a)

b)

D)

Section-C [ for 5 marks questions ] 5X5=25

Answer any three questions out of six questions

Here's a new and completely different but similar-structured set of 5-mark
descriptive questions for Section C, maintaining the same difficulty level, format,

and marks distribution pattern.

What do you mean by entity and attribute in a database ? Explain the concept of entity

integrity constraint. What problems may occur ifitis violated ? (2+3)

Explain the concept of aggregation in the ER model. How does it differ from

generalization ? Give suitable examples. 2%+2%)
EMPLOYEE (Emp_ID, Emp_Name, Salary, Dept_ID, Hire_Date)
DEPARTMENT (Dept_ID, Dept_Name, Location)

Write an SQL query to display the names of employees who joined after 1st January
2023.

Write an SQL query to display the department name along with the highest salary in
cach department. (2+3)

OR
Write an SQL query to display all employees whose salary is greater than 50,000.

Write an SQL query to display all department names that have no employees assigned

to them.

What is denormalization in databases ? Explain how it differs from normalization

with examples. Mention any two advantages of normalization. (3+2)

(14
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E)

F)

A)

B)

C)

D)

Explain the difference between inner join and outer join with suitable SQL examples.

Whatis the use ofthe GROUP BY clause in SQL ? (4+1)

Differentiate between CREATE, ALTER, and UPDATE commands in SQL with
examples. Specify which belong to DDL and whichto DML. (3+2)

Answer any two questions out of four questions

What do you mean by knowledge representation in Artificial Intelligence?

Differentiate between semantic network and frame-based representation.  (2+3)

Explain the basic concept of machine learning with examples. How does it differ

from traditional programming ? (3+2)

What do you mean by expert systems ? Give one real-life example. What is the role of

aninference engine in such systems ? (2+1+2)

How is Al used in healthcare for disease diagnosis? Can Al replace doctors

completely ? Ifnot, explain the acceptable accuracy and reliability limits. (3+2)

B
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A)
B)

A)
B)

A)
B)

A)

B)

Bengali Version

feial—A [RT5taa ] 2x2=4
(T LTI TNL GF 0 Seq W€
(GBI ICTGTCTG G (DBMS) IR2IRR 916 <l el
(W51 3Cwa ( Data Model ) IETC0 1 (IR ? (8T NCSCEA Y6 47 (0T

(ACF TGO LTI aFT6 Seanie
Supervised € Unsupervised Learning -3 S 712/ (#1041
Natural Language Processing (NLP) S ? NLP-4a 45 eltial S el |

fTeta—B [0 Traa 2%] 2x3=6
(TCF TGO LTI ML AFT6 Seanie
Weak Entity J6700 3! (J1RI13 ? 40 Srizde wia | (2+1)

o S

(GHICA ST CICETS YT LA I (TCT AR A9 [0 G0 TG S AT |

(TR ATHI NG QF [0 Sea W€

FACHIF fo* (Computer Vision) ¥ ? @t It 78T 24 1 [l FRITS 7=
PA?

5T ( Traditional) (22} € IR R-GF 0 9o S|
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A)

B)

C)

a)
b)

a)

b)

D)

E)

F)

et —cC [eT raa 2] 5x5=25
A AL I FoabaTea e

(WGICACH Entity ' Attribute I51CS S (IR ? Entity Integrity Constraint 7= ¢ |
Gf =T 2eeT B AP (71 e #fiea 2 (2+3)

ER SCSCH Aggregation IFel{G 512t (11 @6 Generalization (ACF Freid fog?
TG SuIzA TS| (2% +2Y%)
EMPLOYEE (Emp_ID, Emp_Name, Salary, Dept_ID, Hire_Date)
DEPARTMENT (Dept_ID, Dept_Name, Location)

ST 20 207 AT (VI S FAGI U I (FRICE S SQL FCR (FIC1 |

#fsfo et 7w ¢ @ [Fe1ed AT (@O T+ FRIE & SQL FEE @Il
(2+3)

RRE

(R FAGIFIE (T8 ¢ 0,000 FIFI (I, SITHF (FRAICAII S SQL F (e |

@ eite! (FCT OISR (712, PR RS9 TN (FRITF &+ SQL R (Al

(2+3)
fGaiaN2ce™™ (Denormalization) JECS H @RF? @fo Txfianzcemi=
(Normalization)-93 (AT FIICF o7, Srizaer= Il FCE! TR 76
=t ceTeal| (3+2)

Inner Join '@ Outer Join-93 ¢4 712/ Tog& SQL Twizge2 A1 Sl SQL-9
GROUP BY SCeH 2T ? (4+1)

SQL-9 CREATE, ALTER '€ UPDATE (@ N4 #/12< SWiZdez 1 Sl
(9% DDL W32 (6 DML 18 Gt Sl | (3+2)

(17 )
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A)

B)

C)

D)

BT AL (HCA O Seanie
Ffas IfaTe T (Al) Knowledge Representation I10S S (I ? Semantic Network
@ Frame-based Representation-43 (45 71ef< (5101 | (2+3)

e sl -gz GTiferss L=l iy et Suiera | «ft esfere ceidifie (2 e
NSRS (3+2)

Expert System J51C® S| (JARIT ? G0 A1 SHIZA9 WIS | @ [0 PIGC Inference
Engine-43 @i 17 S| 2+1+2)

Gatat f9eC (Disease Diagnosis) Ffas Jfareid Tz 10 ST Al 5 7=5jefeicd
DT ef\eg 7« FACS 2/ 7 AW I 71T, O 22919 Accuracy ' Reliability-
G A G (3+2)
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