SEMESTER IV - UNIT 4A

Supervised Machine Learning:

Supervised Learning X@T (I aIfof-a7 (2 47, (A GIAFSENE SETSIE (e (labeled)
AR (OO TRTF FE A (WAT 7F, AR O (GOIF fofote GFESET ISt JFPH F&|
(RS (SBT M T 3% A6 (GO W MR WoF SASCE &It Fa1 AMF | Supervised
Learning-4, (IFESENE (WA ISl (G6T AF HF@T ©THTF (supervisor) REE 15 F@&, I
I IFSIE AGHE TP F@ (AT aft 53 72 &= ey, @ Ao FHdt Frgee
OIIFHE CTH|

Supervised Learning X A3 JfF31, (@@ @R A1k NGAG 2956 (G613 WOF MEHIG (GO
T©I2 awd FAT ¥ Supervised Learning STTESITAEIA 3 ST 2T 936 mapping function (&
(IF FA1, 12976 (SIFEI (x) (F MGG (SIHFIA (y)-F A F1(Fe FE |

/I ST, Supervised Learning 5IRT19 11 ¥ (T4 Risk Assessment, Image Classification,
Fraud Detection, Spam Filtering 2effu@ |

Supervised Learning fFe1E 1% $&?

Supervised Learning-4, NGASENE (@IS (SOOI HIXF FE AXTHT (M3IT T, (T J(GeT
AfSfG 4R/@A (OOT T N | AFITF ARl AFFAT ST 2C, NGB TAFREF (OO (test data) 97
fSfote RS Fa1 I (I THFTS T (THF A6 TIHG), 972 9797 a6 ASEE TN FE|
Supervised Learning-a3 F19 (13T 523 27 fA6d Swrzder a3 fo@ad SaneT:

Labeled Data

Q Prediction

D Square
e
|:’ AA ' _l_>A Triangle

Model Training

Lables

() O
Hexagon ASquare

Triangle

Test Data



@ 13 AN P2 (IS HT@T NPFoF 936 (SHIEG 9N, I NET TA@ I5(Fa (Square),
AFerEa (Rectangle), fags (Triangle), 932 3298 (Polygon) | 3 S &1 X(E] Af6ft AFE Sely
MG AP (983

o I gWg AFTEF H1EH IR AME AR NF IR N 2¥, ©F a6 53 (Square) REIE @@=
FA1 3@

o I s ARFNEA foab I= A, ©F A% AgS (Triangle) ROTE 1@ F41 73|
o M TvE AFTEF A T IR AF, ©F f6 TGS (Hexagon) ROTR (<T@ Fa1 2E |
SR ST, AT (56 (N6 I FE NG FIHT I, 93 NSGEAF F1O ZEN APho16 FA1E I

RE(S 2feMEn2 5T 4@ AFTE A, 93 T3F aft aFf Tga AP 4 N7, 93 6 I=SET
TRATA fefare anFEMG Crfafeng (classify) F@ 932 SASHIB TIGI (predict) FE |

Supervised Learning-a9 S755732:
1. =T AR (GOTNGA S fV&(&e FET|

2. (TREYS AT (GO We57%/9Fa FET

3. T (GG 1 FET: training dataset, test dataset, A3% validation dataset|

4. AfTHe (COINGA 276 RETRSTE fvefder FET, I I ©FF FIIAR FIE IO NS NOFOIR
SMEGG T FCo M|

5. NOEF Sels &S AW fel{1Fer FET, (I Support Vector Machine, Decision Tree
ey

6. AR (SHIIG IASHWAG ST FET FATS FAFS validation set TIRF FAT T fomamer
ARG fRETE, I training dataset-a7 a6 SoCT6 |

7. (G55 (TG 3919 & NGEIR NfoFel (accuracy) JMFT F@T| I MO HfOF NG5 TR
I, ©@ 97 A MGAb NIPFSNF IS FA@

Supervised Machine Learning SiTesIEweE 85;

Supervised Learning 52 §9&d S [Iee F41 I3



Supervised Learning

Regression Classification

5. Regression

Regression SIS TR FAT 2T T 3075 (ST 972 M6 (SIATICETH A T AT |
Af6 4AEIRE (AT TN T TI7© 2F, (TN ARSI TSI, M6 (BT Fonu| 5y
SAfEY Regression STESIAWEE SUizae:

e Linear Regression

e Regression Trees

e Non-Linear Regression

e Bayesian Linear Regression

e Polynomial Regression

. Classification

Classsification ISR TR FAT 2T TN AMTH6 (SfAFI categorical T, A} 42 3T SlOIEF
(AT ST FAT I, (TIF -1, JFI-AReAT, Fo3-yy Foniivr| 5 Sarzae:

e Spam Filtering
e Random Forest
e Decision Trees

e Logistic Regression



Support Vector Machines

Supervised Learning-a7 SfI&T:

Supervised Learning-23 SIRIS NG JF Sifoweld fSfare NS5 T F0@ M|
T8 T TN FTCIT SO AT ST A1

Supervised Learning G fAfes I ST AN N2 FE, (I94 Fraud Detection,
Spam Filtering & |

Supervised Learning-19 @Yjﬁ&ﬂ:

Supervised Learning (G 6T 18 AHERTAE Il SIY& a7 |

% (G5 (SBT ARTHT (THT (Y AT 27, TG WO NG5 TP FA0© MF ATl
AR AT (@ T 3 FETSH AT

Supervised Learning-a9 3ol & 1 FIT IT B ATH] AT |

Bayesian Learning

Bayesian Learning-a3 &&5sz:

Afeft sAEFIFe S SR RNV NEEve1 I JT FAF |

aft a9 ISR (6@ @ THANT, AT (FIET SWRIET N AT (T RN e
I

Prior knowledge 932 TH@FFe (G6 A3fae FE IRCNRANCIF [0 NERTS] V&= FaT1
RIRN

Bayesian Learning-a Prior Knowledge (337 ?3:
o  AfSfG TERT TRENAMIT Sy prior probability & =e |
o feft WRCNRAMET ol TA@FFe (GG probability distribution fEf/&er a7 23|

Bayesian "&fw probabilistic prediction 00 T&|



o  FAQHA ITCIHSFA@E aF1EF TRCNRICT TS T NEIHOF 38 HIXF I (ATATI
F9 T

o I3 3% (F@ Bayesian T&f® computation-a3 5@ (3@ &fe, aft optimal
decision-making-97 T« 9 $(F|

Bayesian Ta[od SIR:
o IEF IMNF TBIITO] ST TS |

o T AT ST A 1, O 7 Sfeesel, T (T6I 93 assumptions JFIRIH FE ST
FA1 2

e XTI (F@ Bayes optimal hypothesis f¥&f[&tr &% computational cost IS 23| [
ffafsfore aft F e I3

Bayes Theorem

o (A Mfaf:-a JINET observed training data D a3 f$f3te hypothesis space H (& (AT
RCNRINS &7 Fa00 TR

e Bayesian Learning-a (AT hypothesis I 2T IIGEE TR hypothesis, TWa (GGT D a3

prior knowledge W@TI

e Bayes theorem TIF F@ hypothesis-a7 TTIIT6T AT Fa7 T |

Bayes theorem-a9 5
e P(h): hypothesis h-a5 prior probability
o I (GO A@F FAF AT hypothesis h FO6T T8 B AT FEF|
e P(D): training data D-a7 prior probability
o (FH IRCNRMTT THE 67 o1 F@ D-97 FERT8]|
e P(h|D): D w3 posterior probability of h

o M (G6T D (WaF & hypothesis h F6T 8T BT [T FE|

e P(DJh): h &ma D-a9 8171



o (FNE] TRENIT h FoF 7@ D-97 N e ]|
Bayes Theorem ¥a: P(h|D)=P(D|h)-P(h) / P(D)
P(h|D) P(h) 43z P(D|h)-a7 ST 3f& T |

e P(h|D) P(D) 3f& 8T I I, F194 D NATSNT To1 NEEAT (I 2, D-9F M h
ST =TT FV

Naive Bayes Classifier Algorithm

e Naive Bayes T Supervised Learning Algorithm, 3T Bayes theorem-a3 &7 fofs 3@
Classification SIS SHAHH $(H|

o INTY9 text classification-a 529 *F, (I high-dimensional training dataset ¥ |

e afG simple 932 W Classifier, I/ w® TSN FA© TE|

o a6 a5 probabilistic classifier, S (FIET YT FEHOE fofawe TGN FE|

ORIERECIEGLR Spam filtration, Sentiment Analysis, Article Classification|

3= aft Naive Bayes I 27?

e Naive: 179 af6 4@ @F @ IfSfG feature TFTSTT Towm|

o TURAT: (FIET HEF T, AFF, TW (7 a6 e fFa1 forefiger wam1 afsfo @y
SO e M3 FF00 AU F1H |

e Bayes: 3139 aft Bayes theorem-a5 &7 fofa I@ F151 FE|

Bayes' Theorem

e Bayes' theorem (% Bayes' Rule 31 Bayes' Law F1¥3 Io1 27| afb T5921d F17 27 (@1
hypothesis-1F SEIRTG fol&{[Jerd &5, (FAT prior knowledge & | afb conditional
probability-19 5514 fefs 3@ F16 & |

P(B|A)P(4)
P(A|B)= T
Bayes' theorem-a5 5a: B), @



P(A|B): Posterior probability — (F1a hypothesis A-T S81RTe, 2%s T64] B-F fofa@ |

P(BJA): Likelihood probability — =%a =31l B H619 ST81ve1, I hypothesis A SeF 23|

P(A): Prior Probability — 2I311er (W1 9T hypothesis A-25 A81F79T|

P(B): Marginal Probability — o319 B-29 ¥81<7@1|

Naive Bayes Classifier-a3 St
Naive Bayes Classifier-08 F15@ 936 SUIRACE T (I 13-

@ q13 AT I F6 Weather dataset 3t 9% NfAT target variable @ “Play”| 4 dataset
FIRNF IE@ ANOH FHFT FA© G, @@ A0S T A28 TF S9F f6fs FF (3 FA7 Ofvw F a1
O3 STSISYST STV KT ST 2

1. =wg dataset-(< frequency tables-2 FT@T FETI
2. =g feature-a9 YETTeT (99 P Likelihood table tof F@ETI

3. aF%F Bayes theorem F5J2F F& posterior probability R F@&TI

STTSTT SUIRAeT: I AFRISIT sunny 2, OIR(E (ARG (FeJ [ 12
ST S [@eF dataset-6 fA@san F@Em:

Outlook Play

0 Rainy Yes

1 Sunny Yes



10

11

Overcast

Overcast

Sunny

Rainy

Sunny

Overcast

Rainy

Sunny

Sunny

Rainy

Yes

Yes

No

Yes

Yes

Yes

No

No

Yes

No



12 Overcast Yes

13 Overcast Yes
SRS O Fel§ Fo(PIRIT (BT
Weather Yes No
Overcast 5 0
Rainy 2 2
Sunny 3 2
Total 10 5

AFARNSTF AITFF ooy Vo] NJfA:

Weather No Yes

Overcast 0 5 5/14=0.35



Rainy 2 2 4/14=0.29

Sunny 2 3 5/14=0.35

All 4/14=0.29 10/14=0.71

Bayes' Theorem aF I5T:

P(Yes|Sunny)= P(Sunny|Yes)*P(Yes) / P(Sunny)

P(Sunny|Yes)= 3/10= 0.3

P(Sunny)=0.35

P(Yes)=0.71

So, P(Yes|Sunny) = 0.3*0.71/0.35= 0.60
P(No|Sunny)= P(Sunny|No)*P(No) / P(Sunny)
P(Sunny|NO)= 2/4=0.5

P(No)=0.29

P(Sunny)= 0.35

So, P(No|Sunny)= 0.5%0.29/0.35 = 0.41

OTRE SAEF ST (Y SAFAT (W® == (T
P(Yes|Sunny) > P(No|Sunny)
w7, (FIErs e (Sunny day) (NETATG (¥ ME|

Naive Bayes Classifier-a9 Yﬂﬁw (Advantages):

o Naive Bayes 936 ®® 432 W2& (I «fifelk STIsIfEw IT (SHIEGEA (I (class) THe™ e
BIGETORRY
o aft Binary 932 Multi-class Classification S®@F &iel32 5921 F91 IT|



o aft Sy SEESIfEREE Q¥ Multi-class prediction-a ST F18 $E |
o aft (5L FIMH@ T (Text Classification) STTIT NIGEE SAET, (I 2072 T bl |

Naive Bayes Classifier-ag @ﬂ!%ﬂm’{i (Disadvantages):

o Naive Bayes %@ (9% (¥ W9 fH61F 9@ 9I7EF (@ ToF (independent), ©12 f6 Foasfem s
=1 (relationship) e s a1

Naive Bayes Classifier-a3 J@151%a (Applications):

o aft Credit Scoring-2 T59%© 2J1

o aft Medical Data Classification-9 T59%® 23|

o aft Real-time Prediction-a F53%® 2(® &, F194 Naive Bayes a%fb eager learner|
o aft Text Classification (I3 Spam Filtering 432 Sentiment Analysis-2 T539%® 2J|

Machine Learning-2 Decision Tree:

Decision Tree XET A% I[AT A3 TSEES WA, I SRATGANTF NGER (predictive
modeling)-13 & T3z 21 Aft 26 (SoF TF fofs @ am Txed FPEN ©fF &, we At
Classification 432 Regression — ST FIG12 IS

2% I Decision Tree-a3 S, SHSAT, S0 AFIT, YT 432 A7 ST 8 CTAH AT
@ e FAT @RI

Decision Tree IS I IE:

Decision Tree 9%f6 Supervised Learning Algorithm, J1 356 (SB1F T4 &g F@ Heteet TS
e TaTe | aft 9T ST o1 FIOE (tree-like structure), (FATH—

o Ifefb Internal Node a6 (af3185 (attribute)-95 &51F fofs F@&@ @ (@7,
e fSfb Branch (1@ fAE attribute-a37 M 31T FF, 932

o fSfG Leaf Node 5518 f51%18 31 T (prediction) T30 3|

Decision Tree SIsfaws Supervised Learning fR®Ieid s@ge a3 aft Classification 3
Regression S S SN 5929 FT I |

Decision Tree-a7 Ifd ©FTR (Terminologies):



e Root Node: SN&A TS (@1G, I TNF Ta@ I1 HEEE 5977 FE, (T (@ S TS 8%
27|

e Internal Nodes (Decision Nodes): (2 (TGS (ISfeT (FIET @RF N ST a1 sl F&
AT IS (ASH A RIF A |

e Leaf Nodes (Terminal Nodes): (T3 =T@d (1S, (I @ a1 1o fifie 231

e Branches (Edges): (ATG3feTF ST SRS, TN (71T RSN I (F3IT TR

e Splitting: @ @CE U6 AT SEINF TIENG ©F I AfFw, [fE &fiey ¢ S
(threshold)-ag &7 &3 FE|

e Parent Node: (T (TG (@ T8 (split) BF 27, (b2 &G (16 |

e Child Node: TIEG (TS (VF [OISET BT tofF 28T Ag (TS|

e Decision Criterion: A%« fa¥ 37 18, T AT FE FISNT (TbT BI5T T ((IN: Information Gain
31 Gini Index 11 |

e Pruning: Decision Tree (¥@ IATE@SHAIT T JT (MG FNEET IfFTT, IM© SSEBH
(overfitting) (RT4 TJ 932 NIHTEAFIT (generalization) TF® 2|

Decision Tree $eTJ sIfd® 27 (Formation Process):

Decision Tree (of¥ fFT (GO 4TCT 410 fAIfeT @R S SR 15T F47 23|
fSf6 Internal Node-a a5 a%f6 &85 fadea FAT 27, 7 Information Gain 3T Gini Impurity a3
ST NS I N[ [FSToe Twre FE |

9% Splitting Process &elte Y@ IoFHe o1 (FIT Stopping Criterion ”L"’f 2, ([ TI— FNETS STolFe]
(maximum depth) (it I8, ST (FTET Leaf Node-A PASH RATP TurREe (minimum number of
instances) AT

(< Decision Tree 73119 941 23?
(e Mfefz-2 Decision Tree FFFONT TFI2© 2 [AH 1S FIFFSENT Sel3s

e Decision Tree 9e18 I (versatile) — F1F aft &5 Frae TxoF SfFIE T2HeE I FA©
AT AR TR T FH1 I (interpretable)|

e 97 hierarchical (FHAATHYF) FPOCN RET FHT 3 FARE VT T QT & Soe Na@s
SIS TRESNF S FA© TR FE |

e Decision logic q1 &@ SE J(E TF TROEET AT 9 FE T Decision Tree
classification 932 regression FIEH (@ [ACHSTT SFAFET |



o af6 AT@ (numerical) 32 AFIFSfeF (categorical) — TOF YT (TOT fA@2 THONF IS FA©
ME 932 TRIFTOR TF FrE @R (F3IF FNeF IR ST (SOIIG T2 NF fare TE|

e Decision Tree S2& W@W@ 2 (visualization) ST SJRTST (MF, T B NGET TSI TS
sTRe SITHIT (FTRT AT AT FT 528 =27 |

Decision Tree-a3 *T&fw (Decision Tree Approach)

Decision Tree ST SAEES S AF(6 SR FOIEN (tree representation) TIF FE, (FAMHT—
FfSfo leaf node AFfG class label A1 (I S5 F@F 9T AMSG internal node-a (SHIF @FTSET
(attributes) Tmf¥@ 2|

Decision Tree-a7 SRIFS AN (I T Boolean function (I1F N1« True T False (@ *K) discrete
attributes-99 57 fofs @ T3« Faw M|

Input: Age, Gender, Occupation Does the person likes computer games

(4
<&
A =

Prediction score in each leaf ———> +2 +0.1

FI® Decision Tree IAE ST AT (T FEIM6 NFT (assumptions) T2 FH O SE¥ FAT I
o SNFIFSIE ST (& training set-f6@ root node RETEF fREEN FfH|

o fHEIET NASE categorical (RAIFEeF) T8IR AT sy | I FETET M continuous
(SIffee) 2, ©F NG (O HF AT (TSN discretize ((ASTNFIT) F7T |

e Attribute values (RFETF M14)-27 fSf3® (FFEIENE **recursive (JAFIGNTF)**SIF ©I5T FT
27|

e Root node AT internal node A FCR Siels aT AR ATHSf6F Tafw (statistical methods)
T I, I© @1 @ALH Fa@d o0 FIEF S YF o 17T F1 77|



Treel Tree 2

n[C)=z+o.9=;z.a

TE0 o TAEF =fA(e (WAT® =], Decision Tree & @ Sum of Product form-a, I&
Disjunctive Normal Form (DNF) FTT3 TIRT 2| SEF o0 ST MR tdfel S F-TO6IEd
TR ATS (prediction) Faw|

Decision Tree-(® JHd SNEASET AFf6 2@ — AfSfG IF (level) Root Node-ag &)y I3 Attribute
(af¥ey) forsfr@er Fa711 92 afFAME I =T Attribute Selection (&85 fordT6e1)| Decision Tree-(®
Attribute Selection FATE &l 4t ST THIS 17%© T2

1. Information Gain (X7 7®)

2. Gini Index (fstfel 5T5%)

1. Information Gain (©X7 91®)

I« SANET Decision Tree-d (1T Node F1921@ & Training Data-F (=16 (16 S0 (subsets)
BIST FH, BT (3 (SBIF Entropy (I} afaser) sfFafde 31
4% Entropy aIf939@d SIfase2 2 Information Gain|

ST AT,
o S I 3THHBF (instances) 936 (56,
o A X 36 &R (attribute),

e Sv 3 S-a7 936 TG (subset),



o 9F2 v XN FFEY A-aF aFfG AT &)

AT Values(A) XETT A @FEIF ST STEIF5 A (61 ©1R(,

Information Gain(S, A) = Entropy(S) - X [ (|Sv|/ S| ) * Entropy(Sv) |

Entropy (95f)

Entropy X (FIET AENEET 59&@F (random variable) AfereTer aFf6 SfFs |

aft (FTET (GHTGT AFTSFTST (impurity) T 12516 (disorder) famT FE|

Entropy ¥% @ 3, (12 (6T @5d SfFN8 (information content) @ (I A& | Decision
Tree-(® Entropy-a% 5[a (71

c
Entropy = Z —P; + log,(P;

i=1

AT,
o C (11 (9T (class) AT,
e a3 p; XET (12 NEIRAT (probability) (I (FTET SRS class i-97 TEGS |

A% s[af6 a6 (SBITG AT Decision Tree-a3 (FT@T Node-7 & N3 SAT8He! (impurity) 31 3517
(disorder) =T F(F |

YLE]%R?NGT (Formula Breakdown):
e H(S): (& S-a7 Entropy — a6 (Sb1& SifersFer A1 fRrqena sf e o 3@&|

e Y (Sigma): @ foF — afefs @f9F (class) Sy T8 TAHASTENE (15T FI© Q|

o C: (SLICIG (NG AT (T ST
Surrgerg=l, AW 96 CIfer AF “Yes” 932 “No”, ©(F C=2|

o pi: (FTT SUIRA class i-97 IFGS 23T FEF| a6 47 F7177 — class i-97 TORACH
SRS (F (TBF (NG SURACE A7 9 ©1sT F&|

213, Entropy T (3 2@, (T2 (GLIGT6 ©© (AT AAST (impure) 1 9951199 (disordered) T |
S1F Entropy ¥@ 39 &, (6 9o (@ 8% (pure) &1



Turzde (Example):

§J] TF, 9799 T (candidate) AF6 SIFET IH1T (TA® 93 (7 %18 9@ 51y —
T SH1AMD T2 FAE T TS FIAE |

9% SNE AT FA09 Decision Tree faafificena F16 3@ —
e Root Node-a A= Salary attribute ((9©)|

e Root Node f¥&& 27 838! Decision Node-a (I SIfw(9 &% 1 distance from office
AR AT 93 Leaf Node-a (T §O18 aTe A1) |

e 9 Decision Node IA1F ©15 7¥ — 3@ Cab Facility (Ire1dTe Sj{Fu1)-27 T fofs &
@6 Decision Node a3 SaNfw@ 936 Leaf Nodel

e (¥ 1¥g Decision Node 7fb Leaf Node-1 fiee 27 —
1. Accepted Offer (AT 21=)

2. Declined Offer (ST TSI

Salary is between
$50000-$80000

<&

Office near to
home

Declined
offer

Provides Cab
facility

Declined
offer

Declined
offer

Accepted
offer

Surde (Example):

A I (6 X = {a, a, a, b, b, b, b, b}



e (16 SWRA (Total instances): v
e b-a3 TuRE 277 (Instances of b): @

e a-27 SurRA AT (Instances of a): @

f),
=—[0.375(~1.415)+0.625(-0.678)]

=—(-0.53-0.424)
=0.954

Entropy=[(:

Information Gain I/3%/F $ Decision Tree tofF FIF 3T T2

o 3P F(HI HAF training instances &, 3T root node-agF MY & ARPE|

o IfSfG (ANGT &4 (FIF attribute I FAT @ ©T Information Gain-aF M A6 FET

o Y F(ET: (FIE1 root-to-leaf path-2 932 discrete attribute T3 IR FHT I A7

o 356 subtree TARFGTTFSIA (recursively) (of F@ET, (12 subset-7 ST AT P path AFI
tree-(® classify |

e I 32 positive I 32 negative instances F, BRE (@TSHE (12 ST “yes” AT “no” (T
IRy

o 3% (FTET attribute T1F AT ATF, ©IRE (GGG AN training instances-a7 majority vote ST
(1T ETI

o If% (FIET instance FNF 91 A, ST (ARG parent node-a7 training instances-a3 majority
vote T[T (& AT

Surzae (Example):
A31F Information Gain TITF FF [FF[IA® (T61F & Decision Tree JAFT IF | Training Set: ©ft
a8y (features) 932 2ft I (classes)|



AT AP PR oft &HEY (features) 93z G SISESE (I (output classes) 3| Information
Gain FIXF FE@ Decision Tree ©fF Fa©, ANA] FAfefs feature-F [A@eAT F739 9 afSfo
feature-a3 &el5 Information Gain fR3F F771

Split on attribute X

E parent = 1

GAIN = 1 — (3/4)(0.9184) — (1/4)(0) = 0.3112

Echilgr = ={1/3)l0g2(1/3) — (2/3)l0g,(2/3)
=0.5284 +0.39

=0.9184

Echilgz = 0

Feature X-13 5577 fofs @& fAo@4 (Split)



Feature Y-13 &7 fofe 3@ fTeoe (Split)

Feature Z-13 &7 fofs 3@ fTewe (Split)

SAEF RfISE (@ ANAT (73 MR (T Feature Y-a7 $9F fFo194 (split) $A19 ST Information
Gain YH&F| B8 Root Node-13 &l TAE Soe @185 2T Feature Y | 93 SIAT (7@ Mo (I
Feature Y fa@ (GBI fA@™®a 1@ ST, child node-a &% (SfI@S (target variable)-a3 a6



pure subset ATF| R AT A (GEIHGE IAF3 BT FATF T (A2 | SHEH (GEICIGH ohs HOTS

Decision Tree 939 ([

2. Gini Index

e Gini Index X AFf6 ST, I (AT (T 4F6 TSN 68 SHV FIH QT
e 3|
A7 W, F Gini Index-J& attribute-(F (I A (73377 Tfbw |
Sklearn-a Gini Index-a3 &% “Gini” F1REGHRIT WS, 932 {556 M ReE aft “gini” @3
Gini Index fREF s@ (Formula) fats (83T 2

Gini Index-1% ]a:
Gini($) = 1 - ¥, p?

Gini Index T aF6 AN, I (WAT @ @ (distribution) SITRTST a1 SBFH@T (impurity)
Fooll afb Decision Tree a3z AT (WA Afef: IETSIIAWE TIF F1 27| 9T FF NHNFTS 0 (AF
0.5 97 F&Y N, (TG 0 AT F@ 936 8% (pure) CT6 (N SwRa 933 (@f9g), a3 0.5 fFw= FE
36 TNEF T8F (maximally impure) CT6 (SHEIISTET STNFeI fAfed fite Fege)|

Gini Index-97 SifefFe @FEHIR:
o a6 1T a7 27 AfSfG NERT HeeETa I5fYT (squared probabilities) (T FE 432 1 (@ QT



FEI

e 3 Gini Index sMa a6 (A homogeneous T pure distribution, a3k & Gini Index ST
heterogeneous T impure distribution|

e Decision Tree-(®, Gini Index T92@ 341 27 fFe®E@F (split) M IE1R F409, (I Parent
node-a3 impurity 432 Child node-a3 weighted impurity-a3 ST ST F97 23|

e Entropy-a9 (o1 AT impurity measure-a5 @9d, Gini Index w© 2579 $41 1T 93% class
probability-aF *fFTS@ =S @ EwTA|

o 935 ST FET, Gini Index SAR 934 split 5% FE& IT AT NSRS child node (ofF F&, I3
©T classification accuracy-ag Iy NETEH A3 @ |

e TFRFFSIE, Gini Index T IS impurity measure-F M T2 6T FE AME THTT 973
dataset-a7 TF AT AT TR 3 tuning TS 27|

Decision Tree Algorithm-a3 SuRae

Forecasting Activities Using Weather Information

e Root Node: *(aT dataset

e Attribute: “Outlook” (sunny, cloudy, rainy)

e Subsets: Overcast, Rainy, Sunny

e Recursive Splitting: STREFF*, sunny subset-(& humidity 31‘{2{1?3’[311?1’8 O FHT1

” i« ” o«

e Leaf Nodes: Activities (I3« “swimming,” “hiking,” “staying inside”|
Decision Tree s« afFmT:
1. & dataset-(F Root Node 27T &t

2. Information Gain-a STTETGT best attribute fofdT6el &1

Information Gain = Entropy(parent) — [Weighted average] x Entropy(children)

Best attribute-a3 &y 9F6 a@e internal node (efF FET 432 root node-aF MY W@ FE|
SurRde: Jfw best attribute ¥ “Outlook” (sunny, overcast, rainy), ST F@e node-aF (I *EF
“Outlook’|

3. Best attribute-93 N SIT dataset-(F subsets- ST FET|

4. AfefG subset-a7 Ta steps 1-4 (S FET IOFH AT ¥ SUIRAT A2 (Ifte 5T AT T
919 split 8T 971 |



5. fSfb subset-F leaf node M@ (FE@T FET, (TATF 9F2 (9T SUIRIT AT |

6. Decision Tree 59119 & prediction FET, root node (V& leaf node TS traversal G|
TurRge: Outlook sunny 43% humidity high 2@, path el #(d leaf node “swimming” 4
CTfarE|

ID3 Algorithm:

lterative Dichotomiser 3 (ID3) Tt Decision Tree SO %6 fdbw anesiawe| aft afeft node-a
best attribute fdT6a F@ & TS (information gain) ST tree (OfF FE| FF5 21 final subsets
mdglichst homogeneous F4HTI

ID3-a9 18 ¥4 Talo:
1. Best Attribute fdd6a: Entropy 3% Information Gain TIXF F@& attribute T T6a Fa7 771

2. Tree Nodes (of3: fad5a9® attribute 1A dataset subdivide Fa71 271 afSfG subset-a7
el SIIATA best attribute fV=T6e Fa7 23|

3. Stopping Criteria: Recursion 5°1(® A& e J1 T SR aF2 (If9F 27 7 attribute
RGRIRE

4. Missing Values Handle 4T: Attribute mean/mode substitution ST majority class 59219
L@ TS|

5. Tree Pruning: Overfitting T Sy TAFTHAIT node AT C4.5-aF F(@T variation
pruning 31@12? FEI

Decision Tree-17 S[{4T:

o NR(S (1T JF A} interpret $11 I

e Numerical 433 categorical data T®F eI Fa0@ |

e Decision-making 95 5 feature importance ™1 insight (W3 |
e Missing values a3z outliers SR handle ¥09 TF|

e Classification 43} regression S FIE AT |

Decision Tree-a9 ES!EI&IT:



e Overfitting-ag ATAT AT(F |
o (GOIF (716 ARISEF =S STe@wer1e, training data represent 5T G limited generalization |
e Imbalanced data ¥ bias-aF IIFAT|

Pruning: Optimal Decision Tree:

Pruning X ITISHIT node NAE optimal decision tree Wof FIF afFaAT| Too-large tree —
overfitting, (=G tree — important feature capture = F47I

T pruning technique:
o Cost Complexity Pruning
o Reduced Error Pruning

Underfitting a3% Overfitting

Machine Learning model-a3 performance 43z prediction error-a3 &5 f4$d F&F|

e Bias: Bias X7 (8 ®fG (error), I Learning Algorithm-95 ifefie ST Se&a (overly
simplistic assumptions) FTE TG AR SPAASET NGTE F2E (AT A2 CTT NI FF (OIFT, 78
(GG 3 Sfterel (underlying complexities) S5t =& a1 afe (1 {6, 1 MG input 932 output-a8
& T T NRFONT ST F© ¥ 28I FIFC T | IW (FIEAT TG training 93: testing
ToF (GOAR AT TSI T I, O IF M 2 high bias, I IT NOET FIE TG 972
underfitting fT™*T @1 High bias — underfitting|

e Variance: I@W&, Variance X (2 &G (error), I MGEF training data-a7 AfiTe@ afe
REWAITe (sensitivity) FEE G611 96 T @ WoE@F f$F training instance-a3 I
prediction-a9 EIREICE RGO} (variability)| TN« (ST J(GS training data-aF noise a3: random
fluctuations e T STBTe (underlying pattern) =1 3, @2 high variance (WaT (WX | BT, A&A
training data-(® STl MEHIW (W1, & testing data-(® AT MEHINTS (WF, 7 overfitting
AT @1 High variance — overfitting |

Machine Learning-2 Underfitting:

TS (FIET statistical model AT machine learning algorithm (GHIF SoTeT ¥t® I™E & 7T,
©3F eI 2T MGG underfitting F@| a6 AT F@ FGAD training data-(F FHFTSNE CTIH
IFNe], I B training 9 testing TSI (SbNe2 NEHIMB AT 2| N2HSNE F® (ST,
underfit TGS AQA AT unseen STRAM INfF Helme (w¥| Afb NHEHTS HE T4 T NAT AT
T FHT 2 A AfSfTS ST A1 FT 2|

Underfitting STATHT Sie5:



e (@ complex models TIXF FA(© Q|
e feature representation e $9© 2|

e regularization F(© |

(16: Underfitting MGH-99 (F@ High Bias 992 Low Variance N1 |

Underfitting-29 $19T3[2:
1. G YT SR, 1R (GOIF SfboTel HI(© IAH |

2. Training-23 & TRXEPS input features T (SHFIAE Jo1I® F4T underlying
factors-a9 IE Afsfafy FE 1|

3. Training dataset-a9 SNF1F 1|

4. Overfitting afe@ SIfefae regularization IR FAT 2w, I NG (GO HF(© J1HT (W |

5. Features properly scale F71 23fd|

Underfitting SN (FTT52:
1. NGES Sfbeel (complexity) SN G

2. Feature ST ISIET AR feature engineering 411
3. (TGl (AR noise ST

4. Training-a9 Y¥IFTT T epochs IISIET|

Machine Learning-a Overfitting:

JF MG testing data-a SO prediction fare N 1, T I 2T NG overfitted |

o (G T YJ (I (OB M train FA7T 27, ©2« af6 noise 932 inaccurate data- (Y3 e
BF FEI

e Testing data-a high variance (W1 (W¥ a3 NG (G6] BIPEIR) (G categorize 09 TS 1,
P AT Afo(He [FIMT® 932 noise A |



e Overfitting-23 I F1F X1 non-parametric 433 non-linear methods, (IS ATG (© q
FAF (@ Q@ TETOT I 972 TR FAT3 FAT3 ARNGF A (ofd FI@ TE|

Overfitting SSETET STHEE:
e Linear data X( linear algorithm 1919 FT|
e Decision Tree TIZF FIE maximal depth e Fam|

NI, Overfitting XTI A3« ST (JAH training data-a9 performance 9% unseen data-a9
performance M3 A |

Overfitting-19 1F32:

1. High Variance a3} Low Bias|
2. WG Y H6eT|

3. Training data-ag A?1{|

Overfitting ST (FTTTR:

1. Training data-a% N5 S%@ 41, IM® model BT 87 patterns ¥ 932 noise AT
SIS feature-a ST fit 77 27|

2. Training data-a3 =& RS, IM© model unseen data-2 generalize Fa(® E|

3. Model complexity ST

4. Training-a9 53T early stopping TIRTT FT (IV loss TGO B=F F(F training ATHTET) |
5. Ridge Regularization 43% Lasso Regularization 59119

6. Neural Network-a dropout 19219 $47 overfitting $J@ |

T21F (Conclusion):

Decision Tree X machine learning-a7 9516 8% {1, I input data-17 fSfate outcomes
model 43z predict FF tree-a7 NoT FOHF FETE|



AB{T interpretability, versatility, 432 521 visualisation W $(d, A9 T categorization
932 regression T©F FE2 SFIIA|

Decision Tree-ag ST T 2@ (J-AT TF, fF& A8 overfitting-a5 JoT SITEHT IR
209 A1

Decision Tree-a9 terminologies 43 formation process (AR FHFISNR [Ffeq Afafifew
ABE IR FAE Iely FAERH |



SEMESTER IV - UNIT 4B

ASPNTSRSG Aifel F1?

T ARG AT FA@, ATTIASRSG Al ET B0 G AR (@ (T TGASEE FHer
(SOITG TITF FE TADIE SIRETE JRT 27 q1 TR, MOASEN [AS2 573 (BbT (@ TR TIowef
A2 ©XF Y5 (I FE | 6 FIT AI@ FgeT (3% CTA SAfFTNT 5E7 getel| FAT I |

TR ATTITORSG AN I AT A6 (F AfN-9F HFel (FAMT FNGASE (TIA LI (GO
FINF FE IR0 T aT2 (FA] O o7 (NF (GOIF O5F FIS 0@ T

ATPNTSRGT e AN FEr™ 1 FI G BOFE J@T F1 IF A1, FRT JTTORNS
felz-93 ST PN FIR 26 (SOT AFETS ©IF A THFS SMEEIE (T6T (3| ARG RES
Mfef:-a7 3T FF T (GOIGH NS of120 FPIEN & (IF F4T, (SHISENE Fera fSfare 551 Fa1 a3
(TR (SOICTOE 368 BN ST AT

SRR HPe SPLIACIRSG Al IS ey $H0ER RO 99 FIEF =29 (W83 @R
SIS FAEIS T8 (GO0 o e 2fe, o113 afb (CHITGS (@185 =i (FIET LT [N
| SAAPNTSRGG lfel SFFASTAUER TS JET @2 =f7q &S Tele F1 EESTE 13 F166
T FAE RIISEN BT fSfate s+ 1 FTOE oI FE|




(@ ATPINTSROG ANl TR FT 27?2
o e 7 ST SEN FAT 2N IT ARG ROG Afel:-97 37 I FE:

o IATAFSIRGS aAlfelk (GBT (IF NI @Y [2 (insights) Y& (IF F© XIS |
o aff A (o7 Ve IS M a1 Fa17 A HIE S {37 73w, 31 6@ aFe Al-a7

A3 FRFI FE|
o IATAFSIRGS aAlfelk (FERRN a7 CIAIZ (CHIF TF 18 F(F, T Af6E A3 S
FE (O
o IRFI TM© T T 20 (GO Y T SNTEHAG =3I T 1, ©1R 97 A3 T
TS ATAASIZSG TIfefs ST |
ASPINTSIRSG AIfez-97 FT& FAH Tao:

STIASIZSG TIfef:-97 TS FAF ST NG forag ME (@=1 TT:

INPUT RAW DATA

Unlabeled data

AT ST AF(6 (TREARES 276 (T6I faedfee, arf1s aff (FASIE i 97 432 kfFT MSEI63
(WS 2| A3 93 (TRARYT 276 (GBI GIF 1Mol NG SAFTHErT 5515 G FAT T | TN, NS
F6T (GOT fAGRT F@ (SO TFET T S (I FAF AT OIFF SIS NS0 TFT FAGF,
T K-Means FF61fF:, Decision Tree 2e3iv|




AFAE TIYE SFESIEGH A@TST FAT 2, IMEASIEGHG (SO AIETSENE O fre a3 oo
fofate sFeT ©1s 3 |

AATIROIRNG Aol ATASTHICI LT

ATTIASIRSG AN ST o6 G2 HTCF THHF SIS FT (I0© T

Unsupervised Learning

@ Association

FTCIFR (Clustering): FTOIER 2T AF6 Talo (T AITETIENE ANTSNF F57 I FFOIE ©I5T P
2T JM© NI @ 5 AT ATETSEN P2 ST AE AR Iy PO AR S F T (FIE]
31 91 A& | FTOR AR (Cluster Analysis) (GOIF SIAESENE MET NHET &8 & (79 I
A3 O1R @R Tof%fe 8 Srpifisfon fofete SRmeseE@ Crias 36|

SN (Association):SHCTNE 9 JEN APITSRAG Tfok-95 956 7 & I T
(SOIRCTA (SIHFITSENT MET 7% Y& (IF Fa© J7%0 2| A6 LT FE@ @ ANREISEN
(GOIIG AT SIFe AN | SN T N0 TGS AF3 FINEFT FEI (T, IET X
ARGH (N TF Fib) FE, SR NHFMS Y IARGH (IBE/SHR) 3 FE| ST FEF aF0
ST SURAT T @6 IFH WA (Market Basket Analysis)|

forts e SAfay SATASRSS ek SHEASTAUEE ST (7377 JE:

e K-Means FFoIE:



o IS FFoI: (Hierarchical Clustering)

o IR fEGFN (Anomaly Detection)

o G @HSIFH (Neural Networks)

o AR FEEMAG NI (Principal Component Analysis)

o 3FAMGCIAGD FEHNEG WIS (Independent Component Analysis)
o AfFSfF SMESIfIwT (Apriori Algorithm)

° fﬁ'?fl‘l? o1 fEFENfEe (Singular Value Decomposition)

AFPNTSIRGG Afel-97 SFT:

SATIASIZSG el FIRT FAT 2T K3 SCT PO Fely, FTAT INT (TS 276 (GBI
@RI

o SIATIRSIZSS Alfefz ATHTAT M, FTIT (AR (GBI TSI HZS, (@IS (GOIF QeTA1¥ |

SAATAOROG Tl - 97 SIIAT:

o IAPTASRSG Al IFMOTOSIF PIRORTG ANfelk-97 (6 (F F07, FIFT 93T kT
AMTHG (2|

o SATIRSIZSS Alfel:-I7 HeATHT QEAIIFSIE T WOF 2® =N, P 2476 (GBI (TS
NI AT ISR SR SASEB S AT

AATATSRSG Alfel2-97 TR

SPNTSRGG It ST AT T F08 A2 FAT (A(© M, (THA:

o ST GG (Anomaly Detection): STATRSRSTS Al (GHIF IASIIF LT 1 I1SIT
fofFe Fa© *E, T HC, T N HEHN =6 e FH0© T1TF|

o (I AMIFF (Scientific Discovery): FRI@F (GO TFAT F7F 3 O & Foo



FRCNTRTT 93 S/fE =mez 33|

o (AFWSH NCGH (Recommendation Systems): TITFINNT AGIT 3 T MG a3 3T
& (ST, BT 31 S e (w31 I |

o FTONF (TG (Customer Segmentation): 932 NAEF (FPIEF SRPAT (P BT (T ©F
fofere @ FIMRAF MFH2 93 T=F (717 TF© F41 IF|

o 3G MEFRAT (Image Analysis): 98 IG5 NG RISE FT FAT I, I 20
FINHEE, T FSHFI 932 36w fAfFeTg Fo1 725 F|

SRS 478 AT ARSRAG fel-97 Qefal:

GHEIROES SASIREG (e aifef AALIASREG (N el

BB (BBT STSIASE (RIS (GO BIRNF | ITSHISE (TR
I afifve = (SO S7F 18 3

FESGHATT XS Two ST PETSGT AT

RIELO)

BIEEIO) 33 WEF 9 P

FICTH 2T FICTH TR AT AT FICTF SR SAT AT A

(GO e SRR [[FET TIRF FF (OIS fAEeT-Braet e

BIEREEIG]

FIze anEsians | fafamg 8 |fStod e, Fonoy K-Means FFoIR:, IREIFFIE

(BTG, No-F FI S, Fro1fEs, KNN, smifssfd
e f&, et (e a (I, TSI 3eviv
ST @6 8TF Jen™

AMNSEH FIF© SASHIE (W8T T FIF© SMSEIB (18T 7T o



ST (SOT AT (ST TVIRT FE NG (Of (FNET A (GbT FIRNT FAT

FAH R AT

S AGeT SSRGS Alfef-a7 (6 TG 933 AT TASIZSG lfefz- TG 93
S5 AGT T ST&F 7 S5 MG T T8

MG ST MO RS FA00 M ST (G TR FAC© A A1

O 2 SRS RAS A& FINHETAS T | ADPIISRIG AN E
KR FFEOIELS T 27

SurRee SaRAT: FEABFIT FEDIT SURAT: (P R0 J TS
fas1ferTer (OCR) a0

SRS TG AT Siefy SPTRIS T S | TG AT Sy (FIEAT

SRS S 27 1
I wfelz-a FFEEIE:

FEOIRR AT FTOIT [CE 2N A6 @ Mok (@FPE, I (AR (GOIT6E SF0T 815 FE| Ao
RS FAT T AZSIE: "9F6 Tahe IF N (G6I TIGSENF [(feq FFONE T FAT 27, (I
932 @ (SbT A0 A2 0T @ AR A SFF (GO1F G I T (FIE 5 A 71" FTOMRR
(RN (SHIIG 5% NPT TEI (Fo AP, J, T8, IAGAT Fe50 & (FF FEF 938 (R
A (TOIF ST @1 A6 aF0 ATPIISRTT Mo &S, TR PEASEAWNE (@] SPIAfSTT
GRRIERE]

FroM: 301 FINBE@T SESEAGET Fel, ©F T4 AF N IIRE FAT (SOITGA 47|
FIETE (TESF (GBT TI7© 2, AT FFOIR-A (FTEARE (GbT 7S 27|

FroEe 8 FINE -7 M

IGRR] Clustering Classification



ifefs HI3=T Unsupervised Learning Supervised Learning

(SOTH §ae (@SR (Unlabeled Data) | (fI@& (Labeled Data)

SSEG N FFOIF AT FA oI R g CAfite ©IsT FE

STy (SBTR =TSTBT AT ST foyely saffifare cafer e

CEGE DILERBRIE HEF  HFF @ (e,
SIS, )

SUIRAT: §F1 A1, AT ABTH 152 [ 1A= | AR TH B (T 9352 FA@F IR &A1 S
AP SFCT 1A 2| (T, o-"NESET a6 T, FIOSF A5 (T, ST (TF SN, e,
S RS ST SAETAT (T 1T A | 6 S (S T2 @ (e TR FE | FTo1:
@IS AFISIE IS FE|

FFOINR (PP [FITN:

AT (ST
SEIBFGTe (BT e
NS (@63 e
RETS (TSI
STETIE RSB et

A% ST FIE AP, SIS B1F FFES T NCOE FTOIR FIRF FE FINFFAF T
TG ST (AOTT HOG FAH Il | (@oFHS 92 (FP T FF Jfo 3 STI-HAE FFens=
| A foaf’ FTHIR: IFSHTER F16 ([FROIT | AT (wate Ttz {fox we [{feq o1 o1 23w,
(T 932 HFEH @RS BT 9PN TER®|



€

e Algorithm

Raw Data

Output

K-Means SEsIfAws $1?

K-Means Clustering T 36 Unsupervised Learning (e X@3e Frper) SpsIiaws, I @S
(SOTCTEE TS FTBIE 15T FE | A K I 2T (A8 FTONEA 523457 A1 tof Fa00 7| (Tole,
I K = 2 2T, BF 46 T ofF IE, IF I K = 3 2T, 57 f6aft FFoE BfF 2@, 98TF 576 NF |
aft 936 JATF(G[TS (iterative) SHFSIAT, T AEITE (SHIELE K TAiF 6 FFOIE ©1F 3,
NS (T ASTC (BT @B VAT 95 FTONE TGS 2 A1 S ©FF (785 NG (@ (| a3
SsfEms A (Gone fAfed vy 1 cifite e Fa@ [ (vF, a2 aft IWwfFTeE
ATETETS (SONHG AT ST GV IT SFASEN ell6 FAC@ TH, (FIET AHF =GR |

aft 236 centroid-based (F%-fofe®) wWrEsifaws, @@ IS FFoNET ¥ A% centroid
(FafR) J& WF| 93 AESEaEE 3T S JE Ao (SoT FFH 93 O WREFT FEOIET
(FU[IH M AR (TS ST FT| AT SACTETS (GHIGE 2176 RO (7, ST
CIf6@ K 3@ FFOIE foe 36, 932 93 A(H(6 TFTE AT ST JoHe o1 748 A6 TTEE SIe
FFOR R @ | 9% SEEASTE K-97 M6 1o 2o 2|

K-Means Clustering Algorithm FXTee 76 T8 STiTwel H(:

o K S:31& (F4f97F (centroids) S5 (TR ST fols{Taer a1, 1 9376 JFa1JfSTs AHT1T M T
=]

o fSfb (TBT TFBE OFF [Fbes (FURF N J& FAT| (T (SO TICSE (FIET [AfGE (Fula9a
FIRIFIM®R A, SIET AF@ AF0 FTOE T FE|

T, Ao FFOIET WY AT (SOT AFCSE M (5% BT 1 AP N, 93 9F FFOR Iy O
CW@ET‘@?@E%IH FE| e Bafe K-Means Clustering Algorithm-aF FTHFITAIE I8 FE:



Before K-Means After K-Means

A A

| L

.
f
l®

o ® | I
.o' ..'c !

Na

K-Means STTEsIfEmY SleiE F19 FE?

K-Means SHESIIAWEE FISE HTASTET A I FT IE8
H17-5: FFOIET T2 A @er FF T aFf6 K T A6 F@7|

HTT-3: (A@TET FoTTGH K TZH T CTERS (centroids) fIFT6d F@T| (A8 26 (GOTHGA IRES
x(© M)

{T-0: AMSfB (SBT MIHE OIF fAFbex (TG T T FET, 97 H K 13 7o F761
[QERG]

419-8: SIfSfo FTHIE variance (fARS) R F@ET 931 Sf6 FTHIET Tge (Fufa= (centroid) fyef/aer
PAETI

§19-¢: oI A6 TR FET, TS ASH (GO TFHE B T [P (NERFGT S AT
I FET

1Y J0 (FIET o (A@TT (reassignment) TG, ©TRET 419-8 A (@ T13, AT FINISH 2 13|

&757-9: 93 NGeA6 FF© |

K-means FT01[F2-97 TG SHIRFCT:



K Means Clustering Example
* Data Points: { 2,4, 10,12,3,20,30,11,25 }
+ K=2
* Initial cluster centroids: M1 =4, M2 = 11 (Random)

Centroid Data Distance | Distance | Cluster
Points to M1 to M2
2 9 C1

\ Centroid= 3 |

(M1=4, M2=11) 2
(M1=3, M2=11) 10 7 1 C2
(M1=3, M2=10.5) 12 9 1.5 C2
(M1=3, M2=10.75) 20 17 9.25 C2 11, 10, 12. 20
9 LUs L&y &Us
M1=3,M2=15.375) 3 27 14.625 C2 30, 25
(M1=3, M2=22.6875) 25 22 2.3125 C2

K-Means Clustering-29 333 91319

« I (F@: TIOF @FAIFGIF AGACET fofate A@mT 51 (ofF F47I

« P Freiea TS I 5 FE SHINAS AP (37|
- BRFTEE: EEE Renb R{eme @ @meF 477 31 7+ s Fa
- foa afFaate: 432 T 1 AFfod FETSTENE 957 FE IS FCTA F7|

STEF

Unsupervised Learning 93 136 Jf& T (GBI (V@ [AGER =% 3 oA AR FE|
Clustering ©1F 9oy IR W, I T[FIA], Tr%, 1, 9T TEINT I JI92e| K-Means
Algorithm T 99 SEGE S9ET 8 STEoEET F97| NPFend 927 FA Unsupervised Learning
SfATE O e 8 Fiam S=0 8% G aE|



Se{Ateat ( Excersises ): [ d95-3 ]

e Supervised learning $17? 5T/ 73 |

e Supervised learning-a3 1 726 FTEF o1 572

e Supervised learning-aF S training data-( Ft HT@ (AR AF?

e Supervised learning-9 6 K4 algorithm-a5 1 w13 |

e Classification 932 Regression-ag (&5 SRS fory|

e Probabilistic classifier $1? &I fory|

e Bayes theorem-ag 3 57 fer¥/|

e Conditional independence Jt® FT (JATT?

¢ Naive Bayes classifier F16IE F18 FE? KT AT FF|

e Naive Bayes classifier-a3 aFfG ST&&¢f application ferx|

e Sentiment classification task-a Naive Bayes classifier $1eTd 53219 F4T 77?2
e Add-one smoothing Ft 93¢ (F«1 afG Naive Bayes-a TIZF FAT 27?

e Naive Bayes classifier-3 S[&1 {6 o1

e Naive Bayes classifier-a8 SS{T a3 for|

e Decision Tree Learning-a9 3§ Entropy It AR (FF TT© 2T?

o Information Gain Ft 93z aft fFeNF attribute-17 FIHFIHST M@ TTT FE?
« ID3 Algorithm Ft a3z aft decision tree FONT BT FE@ TECT f|

o Overfitting F 933 (F decision tree-(® TI?

e Reduced Error Pruning $e1@ decision tree-a3 overfitting F31X?

e Continuous-valued attributes f¥®TF discretize F471 27 information gain-based method



Unsupervised Learning 12 SKEFCT foram|

Supervised Learning $1? ST feram|

Supervised Learning 433 Unsupervised Learning-a3 & ST ST2(SF 12
Clustering $t? S5 INT FET|

(34 Clustering %6 Unsupervised Learning TT&afe? SRE0T ferea|
K-Means Clustering $? SR faa|

K-Means SEETSIAMGET ‘K ST 879 $1?

K-Means SEETSIRTE Sfeft #FF6IET S 3 & A1E?

K-Means STSTETSITEwETR 3¢ <3 1?2 SIEH0T forea|

K-Means SHISIATET (G6T TFGSE FeTE FTOIE ©I5T F1 7?
Clustering-23 I¥F SITEF 9F S0RIT W8 |

Clustering-a3 S8 AF6 IRBI SR feea|

Classification $T? ST foran|

Clustering 43 Classification-a5 3T =15 $17?

Unsupervised Learning-a3 SIEF(b SHIEAT W18 |

K-Means SEIFSITRWIR 4TS & I3 4757 $1?

K-Means SETTSITRTET (@157 (reassignment) (a1 FFTE 277?

K-Means SEsIEWS @ CTF 3? NLGOT o

K-Means T332 @ (1 HTET ST TN FAT FIT? ST |

Clustering 932 Unsupervised Learning 93 SISO SE0T foaT|



S [ T95- © |

e Supervised Learning-17 ST Gft F18 {F7? SuIRATNR F5T F4|

e Supervised Learning-a3 S training data-(® Ft ¥IEF ((TET A& 9T (FF?
o 3% &4fET Supervised Learning Algorithm-a3 a7 fer|

e Classification 932 Regression-a & ST T FF|

e Probabilistic classifier $t 932 aft e prediction FE?

e Bayes theorem-a5 3 57 {1y 233 SR AT F|

e Conditional independence F 43z Naive Bayes-1 af6 (39 8%Fg7(?

e Naive Bayes classifier F1S1E IS F@? TUEFITT AT F|

e Naive Bayes classifier-9 S[&1 f6 93 S{f<a1 9t for|

e Sentiment classification task-4 Naive Bayes classifier $te1E F5ITF FAT TJ?
e Add-one smoothing F a3 aft Naive Bayes classifier-a (& 59%/J FAT 27?2

e Probabilistic classifier-a7 79317 (Fa S@Y 3|

e Naive Bayes classifier-93 ey dataset (o FI19 9T (F1 HF@F preprocessing 831
3?7

« Decision Tree Learning-a3 &5 Entropy &t a3t af6 SN purity IT impurity e 592
T TR T T

o Information Gain 3t 932 aft FeTT attribute-17 FAFIFTS] measure FA© TRT F(E?
STaNR I FH1

« ID3 Algorithm Ft a3z aft decision tree FNT ©fF FE? SHRFNTT T FH|
e Overfitting $ 933 Decision Tree-(@ aft (Fa1 TG? SHRFINZ AT FT|

e Reduced Error Pruning Ft 43¢ aft Decision Tree-(® overfitting F31® SreTE ST FE?



Continuous-valued attributes @1 discretize F4T ¥ Information Gain-based method
FIIRE FE? B binary split SEY FE SHRATHR Iy F7 |

Unsupervised Learning 1?7 SwIREez 5705 FET|

Supervised Learning 932 Unsupervised Learning-a3 & "N frmend fean
Clustering T a3 a6 FTSTE F18 F@? RECT SURFTZ T FET|

(& Clustering a3f6 Unsupervised Learning T&afe? SuRFeIsz 512051 FE]|
K-Means Clustering Algorithm 3T 432 a6 FreTT I F@? T 30T FET|
K-Means STTSIRMETS &S 15T F7

Clustering 43¢ Classification-a3 & TTFT SuRgesTz 55T FET|

Clustering-a7 IR¥F SIS 66 TR SE FET

K-Means T532F F@ (P FI@F STATT THAHT FAT T1T? TGO SUIRIINT oIl

Unsupervised Learning 933 Clustering-a9 I73*19 938 8P NG I FET|



SEMESTER IV -UNIT 5

¥ TSR (@68T (ANN)-9F SIFFSHIAF (STl

Fas TS @63 (Artificial Neural Networks 31 ANNs)-2F STE 3[7Te SIA(IGIAF CTATH Tafo
(A NG| (7T (5T, SHfAS NAF CTATF FFFT7 o 932 TFF RIF [TOF@H (neuron) STETT
377 fSaTeT |

o Jlaw [ATATT (ACITF tof 2T AT THONT TIG WA 366 AT (T e, (T AfsfB
3G 5% IT M@ 29% (real-valued inputs) (T — TN P ST Iy RSAGT AMEEHS
(@ ME — 933 936 VI NEF ASHTG (ofF FE, IT AT IS AP 26[Gd 2776 ReTE
IS FE|

o NI A A 101110M11}1011 (9F TF (F1(0) ST I@®, 93: A6 FSF S
ST 1041041104 (77 TSR S5 (NS N7 I |

o TSTASFTT FHFT AGF STHT AT [ASIEF TREGF N wfore (inhibited) 2|

A TS A (FHSIRT FPICN 3 FTHS

(SIS STE (N eI
A ST (@63 TEF ARVEA BT @A 3577 fofs FE ofF, A A% 977 o
AT YE ST (@63 T s

Structure (559):

ANN STEFSE THSNET Y& THTET 2O A1 "frsaa" fa s1fdw, (ISfT 26 o2l 3, ©F A/
FE 9T ASHG (of FE|

Function (F):

AT A [ASTTAT A TR ([@APeF RS MO o A FI FE| 9F301F, ANN-7 afeo
ST AL 17l FF, ©F IHAT FE, 932 TNHT 7 ASHL (ofd F(H|

Learning (CTTE Sf%3):

ANN-8feT (T FHe1F 57l f[I25Te |
Siataesias Neom SO (adaptation) a6 GG 7T, TT I 359 AT 0% — (TN



f3& ANN-a CTAT (learning) aF% FCHEE AETR Fo Too7F 78 — X1} A6 (@633 A fawR
IS 200 MA|

SIERAECEIG NG IR GRS ENEINCI RES)

e Activation Function (ST a HRIE):
A% FTSTER 9FB INB@T TRAF AMF, T 9F6 Mo THFIT — afb T F@ F27
936 TS ST 7@ I ATEIL |

e Connections (:IT19):
S SRAETE o7 95 AT weight (357) IF AT, T T FE@ O 2976 8FF FO3 |

e Threshold ((FR1IT):
forSaa 2THSfTE 3sagE (@IS (weighted sum) ST F@ A3 16 A3 g (2rmersa
ST Qe F &1 (7 — SGHG tof F 4171

Plas TSI (@53 (ANN) FaF NG & 1O TI7 SAeAfefe ,
ARG [TOAET AF(6 o (Fo3TF AT 5T0®.

Biological newuran | Meaural connactions Biclogical neural netwark | Ceantral nervous system
Stirmubi 3
=3 ,_\]'_ - %Spnause
= =y i
Ascon
F/‘DUU } i L
E',rnapsé
Dendrites Lo
T

Algorithm
Inputs i r-. }
= -l Inputs Outputs |
TS i e [ 1= AEw— o) |_-_ T l
_.w;-""', Transfer function i
now, |
8 Chutput
Threshold
Artificial meuron | Layer Artificial neural network Trained neural system

Fas [TSAFT @G3TF (ANN) 5If5® TA® SIAT@IAF [TOI@H o 8 FHFAATE (Y Ieefde |
TOIF 936 SRS ToTa 96 AT (PRS- T SFT 27 I SE FE, (12 el
(A&2 McCulloch a3k Pitts (1943) a6 7 sifdfes fTOI Ao TIT FE|



36 fAS =T STF snfafes G (McCulloch a3k Pitts, 1943)

McCulloch 433 Pitts SIS, JT 8w NI H3f6® 2@, & [N SA@R s snfafes soasfera
235, T MAT AIEF SIS FRAITE (A Ay |

AR CGEAB ABM6 ST G313 (binary) ST S &, IT 9316 (PTRIS A HI-97 3577 fofe FEF
18 FE — AT [ASTAD 2T “SFT 27" (SMTBT (W7 ) AT (A% MF” (SAMSEE (77 o) |

McCulloch 13z Pitts S8« N(OETF J4TH SRR
1. 399G 8 83 (Inputs and Weights):

frSae aF1EF 296 T30 I, a3 ASG TAYBA 57 a6 A0 35 (weight) I& A |
A% 3 T FF afSfb 20F e 31 877 Tk, I MGG fAHTHE ST |

2. 359Y& (AT51%T (Weighted Sum):

fB 256 x; ©1F fFR 3T w; 97 57 8¢ FAT | 977 (TSI 51T 2AYBA STeY& (F157%e R
FE—

Weighted Sum= ) wx;
3. (RIS HR¥E (Threshold Function):

froaEa a3 [f0E (PTEES N (0) |



o I 3L ST (15T (XTRIS A T 1 (I 27, ©F 87 “SI{F7 77 (fires)
A2 AMSHYG (WF S|

o IF I STAYE (AT5THel (PTRNSH F 27, ©F (VST SHT 77 1 932 MSGH (77 o
Mathematically, this is represented as:

Perceptron

if 2_o" W; X, >0
otherwise

1
0(Xg 5---,X,)= { 1

T 3 37 (Interpretation and Significance)

f%5e7% SISEG (Binary Output):

92 TOER [FAF AMTHIG AFM6 T28 AF-91% J26-97 N©] I8 I, I N9 NIE ASIT@T TR
SR T-T ST

@Af&S fF37 (Logical Operations):

McCulloch a3z Pitts (GG GNfES (AfES TR (IFT AND, OR, 932 NOT =% $a00 |
e ST (@531 MO f6fS s 9716 Szpesyef e foe|



@ (Limitations):

T8 A% NGB JNBFIAT foeet, ©33 A7 5 Sename! @@ —

AfS SETa WRFSIE RFETH (linearly separable) S ST Fa(0 THT 932 SfGeT, SNARNF
(nonlinear) & SET s+ FAw@ M =1

22 FRTeR TATee A3 BTG NG (OfFF T Y[ (W7, (FAF FH5TS MO BRI
(continuous activation functions) 13z I2I1T AMFGFEF (multi-layer architectures) TIxF
PHT Y|

93f6 MACT-E 27 955 975-IF [ASATT (FE3TTF A1 A5 6 o1 (1% 7 | aft a5
4@ AT FTHEE I SRTEA FIF & aF6 @R (STET Y 85T AF6 (6
9FAe FA0© IF6 (FEF SFTFINFIA B FI2F FE|

W fF v RAESE 4o Ko (19T 3@

%1 fFeTE F1% FE I (GOF OF f6f 3@ MaEa g 8o iy

a1 % (mFe 236 933 TR ASEE, 27 1 101
ST I, AT, 932 JaT© T2
BipIcEC)| AR T FEC TOIF FFT NFTS 970 27 A1

TR HRAET HFAT: (FTRIS HRAF A2 THES S5

S2®R1: A fASATT (63T (Artificial Neural Network) SfSfe 88w ©1a 3qpafm a3f6 soeye (F1sree
(weighted sum) ST FE 932 M@ D AF [AGE TR T (FF7 FE, I MB©T HRITT
(activation function) 31 23|



; é Input is Segamented into "Useful" and "Not-Useful" Catagories

o

GREECRIGECIRENCE AR

A[ET ABF 3 T

I (Fa, IO NEF IREF AT (V376 T2 I, O 3970 [VOF@R & I3 F&F
A3 fASTEH (B3 (axon) IFI F@ TFOET NaT o FE|

PRGN, Flas TS @ESINE AT 3476 MR (T — ®=fF (images), = (sounds), {27
(numbers) 2&7If4]|

AFTF TN AETE (R 20 A FA1 27, AR aFf6 g sersifaws wfdF anoe s fasaa 38
(final neuron layer) ST FF H% (0[F 3G |

@FF MBETT HRIEI TISF?

AF6 MBS BRI [T FE@ (T @@ Ao NFT (activated) T@ Fam|
o213, aft {3 7t snfafes sfFaa T AaRe 3@ (@ @S F@7 Fa71 29760 (I
SfITEEt (prediction) SfFIT s (relevant) MfF TS (irrelevant) |

SISO BT 7T G5 R —
235 Flax TSI @H3IMEF IMARXFST (non-linearity) I& FAT AT 976 I W8I 2AHFF 236
SR (A TG tofd FAT

AT BRI HT
TN HTAE THTO fOd6 ©I6T OIS FAT T —

1. Linear Activation Function (&% SmfEe e H174)
2. Binary Step Function (%[ 419 H12*)

3. Non-linear Activation Functions (S@AF aNfE& e H1+)

Linear Activation Function ((gf3% SIS« SR¥)



T MBS TRIAE AGS THT AR5 67 B (identity activation function)
F1 2, F199 a6 B G TAeF (proportional)|

7 A AfATG 2E: (-0, )
AR TR RACSR ST (FT5%e (weighted total) ST FE a2 TANH (R HeReel@

SASEG ROTF il FE| TS, f(x)=x. 6 ZTIC 3 SMCCGA NS N &P T (of
FE|

_5.0 25 0.0 2.5 5.0

S[{44T 8 S15{<4T (Pros and Cons)
GRRIF

@AfF B HRA (Linear Activation Function) faa[e@ &, 1R a6 (Faera a5f6 M=

STE@T & SFTeT (activation range) T &1
AT AFEF [ASTNE 9@ RIF FA© *F, 93 0 AFEF B TG, ©F S NE TS

9 (max) 97 softmax 25719 $471 58|

STfA:
22 RS BRI (GfAefbe (derivative) a%6 £33 (constant)|
113, (IFEES (gradient) 2E xxx-a7 N7 STIFe a7

T, aft CrTR SfFIR fRISER afs WTo1 e Hifte wSer v d FE|

Binary Step Activation Function (f53[% 7% SR © o H1Re)

93 B AF6 [AME (RIS A4 (threshold value) fFE1F F&F (77 (¥ a6 ST NFT 7@ 1
BIERRIEIG]

o IS HRI A5 N6 G (PTRS A QT F |
o I 3L N (¥R N (6 (I 2, ©F 87 I+7 (activated) 2J

o I IFYL M (ATRIS A@H (5@ F 2T, (F fA6ad A% (deactivated) IF — I ©1F
ATHIG TaTe! I AT RS (FTAF (hidden layer)-a STHTET 27 47|



1.0-

0.5 -

-5.0 25 0.0 2.5 5.0

_ JO forx<0
fe) = {1 forx =0

S[%T 3 SIS{{T (Pros and Cons)
SyfE:

o aff 9T A@F ASEE (multi-value outputs) 9F FA® E a1 — 1S a6 Ie-IfF
CIfafIassT (multi-class classification) ST Sy T3 FT I 771

e 5% TR (step function)-13 (RS (gradient) 33 a5 (zero) X, IF S
FFETME (backpropagation) w16 FRT T@ T, FIFT CTAH S TSI FoF
(error) SIS STera] FJT I A7

AFRF WB© B (Non-linear Activation Functions)

AERAT BT TRATSENR Fas O (o8I TIEF @ 71376 27|
28T (FCSTF RS YT (SO SO AN e TRAT FE 972 ASHICSTT MET NPT FA0©
THH FE

AT IS FIH FIAMET B [FSI@T AFMEF 3T (multiple layers) AFTET VT (stack)
FH1 YT I, FIAA IASHGI6 93 A G A6 AP 5T (non-linear combination) RTE F1&
FE, T I2 IEF 747 (7 FT11Re 27



%o, TSR (FESINE (@A SoeT MSHIGE I3 1 (functional) sTfafss SHFI qET
BT 9T I1F |

9% FRF AT BRATSENE FHFTe IS IA5T (range) 32 7@ (curve)-a7 S7F fofe
P O LT 7|
A FTas [ASATT @E3INE 1376 T Fg NARNF MM BRI QT LT 2

Sigmoid Function ((F5SET H1:74)

Sigmoid T 936 276 TRAE T2 FE 932 0 8 1-97 A& AF6 N T9 I |
aft TIF FIT 72S 9T MTETT BRAGT I FIFS Q185 T2 I — (IA;

o I(@AFeT (Non-linearity)

o HFFIRF SEIF eI (Continuous differentiability)
o INEGIAMND (Monotonicity)

o fAf%Z AMSHG a4 (Fixed output range)

R TR e fG3e7F (ffIH1T (Binary Classification) ST S59%® 27|
Sigmoid TR¥E a6 Ao cIf Soif¥e NFE T84T (probability) fo1Fe Fate STy FE|

10-
0.5-
0.0 —
-5.0 -25 0.0 2.5 5.0
sfafedena aft SFrT S T
1



AT,
o X =30 AW

o f(x)= 0 (X 1-97 T ASGG M

S{{<S 3 SIY{T (Pros and Cons)

BIEEIE

o aft TOITE3 AT (non-linear), T} A2 HRAET Neforers AT N, I7 Ao IRANT
GO BRI (@ @] FE |

o aff 936 NERARF (IfEEH (smooth gradient) TIF FF, I CTANF AfFIAE (training) IMF3

PRPH PE (1|

o aft AT (classification) S&EE STF o) fRACESE SR |

o 9T SIS ST (0, 1) AR & AT, (I fIfIg IS TRIEH ASHIB A=
(-oo, oo)|
T AN SBT3 &y a0 v Sy fef@er Fa7 3137|

SEIELIE

o YIS TRIEF 976 JHTE W 2 “Vanishing Gradient Problem” | 9118, 3956 3
T T (06 T (IFEEG T [HF FTIFIE 5 I, HE (@o3IF O T5 FE (W7 A1 YT
fasfete |

o IS SISEH Ti<Fud (zero-centered) 7%, T H( (GG AASH (gradient
updates) AFEF &7 & @ (F© M, I AFBARGHAE Fod FE (GIE|

o I3 FFE AW FNT (A-STF 2@ THFIF I AN Fowd & CTY |

QETAPyeT® (A8 (Feature Comparison)

a5 (Feature) (A B (Threshold SIS@ET B (Sigmoid
Function) Function)

MTGG =IfF9= (Output 0ar1 0 (¥ 1
Range)



AR F el (Continuity)  fafSza (Discrete) HIARF (Continuous)

SIS & (No) 7 (Yes)

(Differentiable)

1Yol (Suitability) FRAMNS FIH T FRAE FINET, TEFARTS
ASEH

Il T (Common | AR, 9F-3F (o SAE 239 TSI (@H3TF, AFTF
Usage) IBORE

q1¥9 919R19 (Practical Usage)

O (FH3IME HES BRI THNFTS FFETNEE (backpropagation)-a7 o7 IRHEF Sely
TIe ¥, F13 aft &6 REMEF (error correction) T (ITH T FE|

SN, (ARG BRI TIF FAT 2T WRS AGE AT (T ANGHI6E IO JRAN I (strict
binary terms) 17 $909 :J|

@S 932 TN [T FRIET FITF [ACTT (TS TFE HoeT 3 MANF HRAF3fET

SATNS H [T F0© THH F(F, BT 6 A3 TN FI& T e FeAC© AH |

Perceptron as a Linear Classifier, Perceptron Training
Rule

MACTBEF (Nfe1F SAMAR (Basic Components of Perceptron)

TACT"ES (Perceptron) 3T F{a¥ [AGAT @GIIET a6 T 454, I (I felk-a9 (Machine
Learning) 336 GNfer& &1

9T I SAWST 2@ —
1. 996 37 (Input Layer):

92 I 9T 1 AFMEF Z[5 [NOT AP, T TRE (77 (W 7 3 I (NF 26 TR@© 52
FEI



2. 359 (Weights):
et 20 ST 51 936 83 I AF, I 3AE 972 AMTSHG ST @S e 1
ST 9T FE|

3. IV (Bias):
3B IEF NG 936 I (15T FAT 7, T MACTBAGE SGeT BT JT (GBI NG FA® NS
THATOT T FE|

4. SMfE© T BRYF (Activation Function):
AT ST (A% I I 37 (63 T ST 17 |
STTENET IR BRI NE TA®R — Co7T BRI, S5EFT TR, 992 ReLU TR |

5. TG (Output):
MACTZEF AMTEE TN AF(0 [23yeT I (0 7 1) T, I1 2T (SbT (I (Aft® o= ©f
T &

6. e SEsIfEws (Training Algorithm):
AT NHTRTS PTSIRSG 1o A (I perceptron learning algorithm 3T
backpropagation) AT JAf%e 23|
AR ST, 30 973 T IS ST F1 27 AM© SIIWFAPo ASET6 93 TF©
SNTEGA A& Ff6 (error) T 27|

TNEFONE, NICTE A6 T (& SN WS, I IRANF QRTINS FS1 F© T A2
g &1 Mfelz (Deep Learning)-17 f&fs s@ SFe5e S (@R®|

AL S (Types of Perceptron):
1. TS5 ((I31F "NECT=E (Single-Layer Perceptron):
aft By @RAFSIF TIFEHT (linearly separable) TG @ M|

2. NGEITE TGI8 (Multilayer Perceptron):
At 96 31 1R (I IF AT 43R 97 JCIBR FNe] (processing power) TF (I

TRCTES SEsIEws 3975 TS Sey 35 (weights) CT, I@ 936 @RS fa@ TaT
(linear decision boundary) f g F=71 T

(A6: JTRSRSG A1k (Supervised Learning) X A5 A% (6 (e Mfek SfFTT (@@ (@@
(labeled) (Bfaz (GHT TIIRF FE FGT CTATET 2F, IO SIS T AT (GOIF AMGH6 SIITTETA
AT I

Perceptron in Machine Learning (e ifefz-a T0TE4)



RCTE 2T Plast Jfawal (Al) 8 G afef:-a7 (ML) NG =6fere =g a3
aft f&= Mk 3 &= (SIBHIF (logic gates) IFITEF FAN K15 fFIF T797w 2|

DY T HIF (5856 (Frank Rosenblatt) “TECTEa A8 FE|
AT 3T ST et a37e a6 ey tofF T, T A ARFES o1 17 8 MO foeite (pattern
recognition) ¥ X({|

TNFSNE TFE IR FAT TI(@T 2 (T IFF Sq%da (handwritten character
recognition)-a9F (o1 ¥23 FFAF FAN |

©@ aft WARFSNT JAFATT (non-linearly separable) (G6T ARG Fa(@ E® o1, 7 97 A5
TG Same! |

HE SDYo—90 W AF ST FFFST (77 (77|

& 32 v 0-97 WIEF FFETNEMS (Backpropagation) SHFISIAWEER fRFICTE BT AICTEA 3
VG (BT VG ST AT G |

ASEFF T MACTEA@ TG T Frav [AOTRT ((6371% (ANN) R st Fa7 27 a3 aft foa
NqT&Fa (image recognition), ST Af#IFF (NLP), 3 @Ol N1 (speech
recognition)-2 1929 T |

Perceptron Model in Machine Learning (AT NG FeNF F1ST F(H)

ACTE 936 SIRSIRSG Alfelk ST, AT IRANH FIE A BIF {0l F|
a6 51 Ze S foa sifde —

1. X996 M (Input Values)

2. 354 3 A (Weights and Bias)

3. (96 ¥ (Net Sum)

4. SN T ¥ (Activation Function)
PISF AT
TACTEA NG 276 NS BIwd AT SO NET 891 FE 932 NISfMF F157 & 936 3575
(5% (weighted sum) tofF $E|

AFTF 9% ASHATH A6 BT BRI F-97 N (T FAT 2T, I ASHB (ofd FE| 93
BRI FHFTS A6 GO T RO F19 F|

snfefePera o3P Fa1 IF: y=f(> wixi+b) , aamE:



o Xi=3F A

o wi= 837

e b=

o =BT TR
o y=3NTEP

AZOTE, MACTEF 9316 (@4F FINHF (linear classifier) RE 316 3@, I 296 (SOF fofem®
Sa@ (@3

F S fE= |  output
thz Net input nctivation
- function function

Perceptron rule

A 1T BRI T MBS BRIAG ASEHE (0,1) T (-1,1)-F M Tba FA© Aojg 3FT |
TS FTC© (T (T AHA ST A6 (TNGH <& T FE | AFRSIE, IA6 A B BRI
TFEAE &N T A6 TAET FHe] 9 I |

T S: Yo% 35 NS T AT ST SN 89 FE (T15T Fbe, M@ 3T (JT5%eT (weighted
sum) (T FI7 T a7 sfAfeF FFTB fors (wa 3 =Em:

dwixi = xTw1 + x2w2 + x3w3 + ...... + x4*w4

A2 8IS (TSI A0 9 (AT FT 27, @ I (bias) I 2T, T MGEF FHFNG] TS FA©
SRS FE |

{19 3: SN 3TNY@ (ALBHET SAF A6 IS T AT FHT 2T, I AN 956 INEEG
(T — 2T TRANS B, FIeT A6 NS I (continuous value) AFNEF|

SAAT 2O MARF IRTT TR (Perceptron) GET HFISfT @ SEATHAT FET | AT AT
o a6 sTSIF e F@T:

NG (T EHES A6 (Single Layer Perceptron Model):



aft T TR @ECSIET (ANN) 936 ST2STe 7, I A7 Ho-SERE @H3TF A 5ifde a7z
A 236 (PTRS FHHE TR 09 AF |

A7 3T ST 2E @AFOIE [Fe187 (linearly separable) IFSE IRNE MSHIGF MNERE [HEET
F411

A3 TG (R MEACTTET S @RFSIE oy =ibe e =1E|

BT AL NG (Multi-Layer Perceptron Model):
Af6 3yeTe O (FFRE ARCTTEES Jel, ©(F AM© Aheide RS (7714 (hidden layers) A& |
TEATE G R (T (VF BF FE IAG66 (T 7S I TR I8 @ |

TFIATE Hon: 92 T 3 9T TN N ATIGH FAT I NG TS e | 6 MSHG I
(A HNF AHT T 978 TS0 BT JET ATFT B0 (error) FHI |

236 NFB-(FTIF MASTEET A FIFaT Fxe! (A a2 A @fRF 3 =NGfAF (non-linear) T&3
HA@A O w31 Fa00 A a=18138 af6 AND, OR, XOR, XNOR, 433 NOR-47 @] df&i (516
IHIRF FA© NH|

S4TSR (Advantages):

o NIFB-(ITF ANICTIES oo SNINF TSIl ST FH© M|
o (%G 9T TG SO HFEH 275 (GO N S FT8 F(|
o AT F wo BIWIA FA© TIFe! FEF|

o (Xb 3 TT (GHIF AF2 HF@H NoF©l (accuracy) IO F© TR FF |

I[F4R (Disadvantages):

o  NIFo-(TMF MNIACTIES NOE STAASeT STHIAOTF 8 S|

o ST 557F (dependent variable) F&61 FT&IT 54 (independent variable) T5F T8
&, O foref1Fer Fa7 Ffoa|

o AGER FAFIHO! AHET STATET T AT |

IR NG (@485 (Characteristics of the Perceptron Model):



o aff 936 I fefs ST, I SPIASRSG Mifek TR FE IR FINERTF CTAF|
o IEETEE 33 25T (weight coefficient) IR:fFIe1E 141 271

o TRMFONT SHASMT 2B (AFIETA TN S F1 2F, O (A& Fa7 27 [ASa W(F7 2@
G

o IMBH TRIAG AF6 65T 4 (step rule) ST FE, I IBR FE HRI@H J [ 5F @
& am

o 335 (3f4F @@ S (linear decision boundary) 9% 23, 1 96 @RAFENF ey C1at
(+1 AR -1)-(F AT FE|

o I Y RAC MEF (FT5T%eT (LIRS A (6 (F T, ©IRET IASH[6 WF© (ofF 2T,
ST (FET SASHG NFE Tl

MACTIES NGEF SameT (Limitation of Perceptron Model):

o FOF I TR FRI@H (hard-edge transfer function) FTRC THACITEGT MG (FITH@
JRATE (0 A7 1) 2@ AEA|

o It BT WRFSNF [To15y 256 (8TF (Aff97 Fa0 IIIRNT F41 IF| 396 (0B IM
AARF 2T, ORE APFONR (Ifdam Fa1 F |

MACTIES a1« & (Perceptron Learning Rule):

MACTALT TN T JET (T WESIEWHNG TRIFTSNF T 35 7257 (optimal weight
coefficients) ¥ (7T | 3G (@FRISHT 9% CTAT SSH TN ST FAT 2T, IO AT T IF T SFeT
ST 2 a1

L. output

MNet input Activation
function function

Perceptron rule.

SRCTE (Perceptron) AF1EF 3955 W@w SR F(F, 932 I0 2476 REFOSTF (% 9376 ffig
(RS (threshold)-17 (6@ (I 27, ©F a6 A5G SMSHIE e 0 FE; FHAF a6 FTEN
AMSEG (7 11



SPIFSRSG A1 (supervised learning) 932 FINWET (classification)-a7 (FF1°1G, 9% afF316
93(6 AT CIf (class) S fute TI2F F91 1|

TEES TR (Perceptron Function)

TR 2T A7 AF6 BRI, I ©/F 3?1’@‘ “X"-(F CTHT 39« HR9T (learned weight coefficient)
T e FE aFT6 MSTE T “f(x)” tofF FE|

TIES STRPAT:
o “w” = J/F NG 3TF (& (vector of real-valued weights)

e “b” =3IV (bias) — AFC TAWH I 3G W@ SF 67 71 I @ T (decision
boundary)-@ T3 (origin) (¥ & SEF (77

o “X =3} NS (8T
e “m” = ARIIEE J4g TG FA

SISEBG “17” 1 “0” PN TFAfTe 2O AH|
3% (F@, TTI7e MBI BRI JIAT A6 “1” 7 “-1” AP T FAT I

MATTEES 2GR (Inputs of a Perceptron)

236 TRCTIES 9F J7 AFIEF 2976 T2 I, ABTEE A8 35 7 (weight values) o fzaer a1
ATCIEG FE, SFF A6 FHHACTT BRI (transformation function) ST FF F018 MGG 6
Il |

foa fo@ (image)-a a3f6 (I MTEG (Boolean output)-5T THCTTET (FATET T

Error
@ + output
Net input Activation
function function

Perceptron rule.



236 Ffe A SMSHG (Boolean output) a3 3% 347G T4 fofs @ fxfifie 23, (e —
([Feag® (salaried), MR (married), I35 (age), TS (FG6 (W12 (past credit profile) Tesfwr|
afSa sma 9f6 J1 A: BT 30 A7 (Yes/No) 91371 ey 31 317 (True/False) | S8 T “Y” 3956

“X*- 97 S5 MA ©IF WY 3o “w” T 8 FE, ©IATF (TSENF (5% RN FE (A6 ACor:

wo + wix) + waxz 4 - - 4 WX,

MACTIEET NS BRI (Activation Functions of Perceptron)

IS HRIA AFT6 65T T (step rule) ST FE, I T2ETS ASHIGE +1 T -1 9 FIRES
FE| 97 N IR F41 27 (T, 3543 RIS (weighting function) SISE[G o (6@ (F &
EIf

+1 +1

_F'
EY

-1
Step Function Sign Function Sigmoid Function

SURFTTRT:
Ifw Y wixi > 0 77 = ©RE [OR AMTEIG “0” = 1 (FRF AT AT Fpe)
AT, FGIE AMSEIG “0” = -1 (FRF AT TP )

(55T HI™ (Step Function) fSa@a SIGE6 AFf6 g MEE S (516 ST 7F; Sy aft =1
ASEIC T9 I |

SRF HR¥ (Sign Function) [ASREE SGE 0 (6@ IT & a1 ©1F T fofs F& +1 31 -1 Jue
A

fSSES TR (Sigmoid Function) 516 S-a$fes 3@ (S-curve) 3% af6 0 932 1 97 W&y
A6 M T9T F |

MACTIEEH JNSGG (Output of Perceptron)



(I SISEIGR NACTES (Perceptron with a Boolean output):

RAIAR: Xi ... XL
MSEG: o(Xr ... X[)

i 1 if wot+wixi+waxza+---+wpx, >0
O(X1s - o2 ¥n) = —1 otherwise

399 (Weights):
wi = 35 Xi-97 TRCTTES AGLIG T [T FE|
w0 = T (bias) 1 (AMRIT (threshold)|

I yw.x > 0 3T, OTRET SMSEH T +1, AT 1|
forSaa waR NFT (triggered) 27 I3F 35 2476 (weighted input) 330 A (3RS &
(st T3

o(X) = sgn(w - x)

1ify>0

A= { ~1 otherwise

ATHIG +1 AT F@ (¥ AT I (triggered) TA®|
ST -1 I FE& (T fASTa16 STy =3 |

“sgn” 2 W12 HR (sign function), I1E SISHG +1 37 -1 X(© =TEH|

TECTEES @6 (Error in Perceptron)

SRCES 1o % (Perceptron Learning Rule)-1, S¥Te1We SIS6s[GG (predicted output) afdfte
1 FefIfre SMSETEA (known output) ST @eTa FAT 27 |

3% aft (I o, ©& &G (error) fT7Se & (3@ TT (backpropagation) IE 3SET TS
39y (weight adjustment) $171 I3 |

TFCTIE: @18 1.7 (Perceptron: Decision Function)

MACTIEEST F0 a8 BRI @(2z) TREBTE FAT 2T, I x IR w (SIS 936 @fAF seferTer
(linear combination) R $({|



W Xy

w X

m _| m _|

decision function z-a 7o (W8T 3T fEasT:

Z = WXy, b ewat WX

I7?

iU z 97 T (PTRS 6-97 (5 (M 2T, ©F %@ HRAES (decision function) I 3T +1;
AN, A9 A EF -1

1 if z=6
—1 otherwise

#(z)=

AB1R 2T NEACTIES A% (Perceptron Algorithm)|

IS 286 (Bias Unit)

NSO (JRHTEAF S5, (RIS O-(F STHFFACEE T ST AT IF AT (TG Woxo AFTE SFTT FAT

RURE
(AT Wo = =0 A2 X0 =11

o A
Z=WyXy + WX, +...+W X =W X

Wo-AF A& I 20196 (bias unit) 91 2¥| 9959 decision function 2T

1 if z=0

—1 otherwise

#(z) =



TEAAES 9F Jo(d (Perceptron at a Glance)

MICTTE@S fefeifie @Ry 9@

o STACIIE (M A6 AW (algorithm) I PESRSS «Afel: (Supervised
Learning)-2 ST A% I@F (single layer) IR Ffa3E FISS1F (binary linear
classifiers) CTATT &ieff [0 27|

o EGN 85 25T (optimal weight coefficients) IN:FISE@ Cra1 7|

o 3TARE 3G HEIET SN 8 FAT 2T 43 HaE (@831 27 (¥ [ASFAM NFy 2@ F 2@

o INEE A B (activation function) %G 55 T (step rule) ST FE IHR FEF J
BTNYE B AGEG [N (6 TG & 1|

o a3 W% @@ S (linear decision boundary) 913 23, I +1 932 -1 6 WRFSE
e (e (linearly separable classes) A3 ST & FA@ TR FE|

o I 3G NEFOSFE T 36 M8 (RIS fems 3, ©F A6 956 NFe ASCI6
(W, AN (FIAT SAMSHIG (W |

o I TRAEI HTISENT A& TEA® N2 (sign), G (step), 93 SIS (sigmoid)
HRH |

THCTIES 9@ @f&F (56 (Implement Logic Gates with Perceptron)
o SCIAEA - FINHITE TRMEE (Classifier Hyperplane)

o STECIIEA el T B2 YT I (converges), I¥F Tfb (IfY &RF TRTEES (linear
hyperplane) Q1ST AW $HT I |

o X, M CIISE JefeIT WRAFSNT DAl FAT 1 I, O aft =6 (errors) ¥ Fa ME|

THATG YT AECA I TI®, THCTTE IRANS ASEIBA FINHITE T (classifier boundary)
foraferie ST M SFfre 23:

w-x=0
S 1EF o 7f6 2976 A8 A& (two-input Perceptron) 711 &1 @@ 79 (decision
surface) (W TR |



{73}

@S (Observation):

TEF Fig (a)-(© SURITSE ™TSNE ST (positive) 932 AT (negative) NN SI5T FAT I,
©1R AT @RFOIEF JAFEIT (linearly separable)| 4t AND, OR, NOR, NAND-9F (o] &
(56 TFGE AF© A |

Fig (b)-(S SURASEN @AFSIE JAFEIST 77 (not linearly separable), (I 936 XOR (575

o 5@ (a) TEM 9FT6 AFFer SuRAT (76 AT MACIIEES &S 9 (decision surface), JT (TS
dFeIE (N7 FE|

o 5@ (b) XE A AFIF SRAT (6, TT @RFONT JIFEBE 7, S (FIET NFAEAT g
NFONT CIATm Fa1 I1F a1
Xi 973 X XETT NEFCIAEE 3970 |

«f& (516 2 (What is Logic Gate?)

AF (516 2T 96 fERB SEER (digital system) G S, 0TS ST (63T |
T, ABTT IS EAF SIFG, AT (ATST (addition), fHE (choice), (M (negation), a3: S«
(combination) F& S6 WFG (O FH© TR FE |

& (ST6 AT FE, [TSHTT ([T o3 (¥F Frate A&, AFAE MEI TS (F1S FA© &
Nl @RS A&F (STBF {6 2956 972 AFT6 SNSG[H A |

TG Bifsfeet (terminal)-a3 9ft IRAT 927317 936 ¥E: low (0) AT high (1), I (STEHS IEF JETE
IFTT FA] 2T | NPG (GOl AFTFICF &7 fofs F@ b afes o3 ffFafee 23|

9% A fofare, Ao (STHSET TTefb 4@ (@ ANE:
1. AND

2. NAND



4. NOR
5. NOT
6. XOR

7. XNOR

MACTIES M@ (NfTF ASF (576 BT (Implementing Basic Logic Gates With
Perceptron)

fagfafie & (SIESET NETETRET NS I[IIFT F] I1T:
1. AND

I 4ft 29556 TRUE (+1) 2T, TRHEER ANS676 4197 27, I TRUE 07 3@&|
aft AND (TR Se3Ifre aeae|

@'71 299
e Xx:=1(TRUE), x. =1 (TRUE)
e wWo=-0.8wi=05 w.=05

o(x1,x2)=-0.8+0.5%1+0.5%1=0.2>00(x1, x2) =-0.8 + 0.5*1 + 0.5*1 = 0.2 >
0o(x1,x2)=-0.8+0.5%1+0.5%1=0.2>0

2.0R

T4 9f6 FAEA (F@EAT 956 TRUE (+1) 2T, TROTIEES AMSH[G 4TS 27, I TRUE 0 |

SR
e xi=1(TRUE), x. = 0 (FALSE)
® Wo= -0.3, Wi = 05, w2 =0.5

o(x1,x2)=-0.3+0.5%1+0.5¥0=0.2>00(x, x2) = -0.3 + 0.5*1 + 0.5*0 = 0.2 >
00(x1,x2)=—0.3+0.5%1+0.5%0=0.2>0



3. XOR

XOR (56 (Exclusive OR gate)-93 76 2975 932 4316 SMSGE @ | (566 TRUE SNSEH (77
VYA SR, I 956 3976 TRUE 2F 232 a15o FALSE |

XOR &Y (B3 (XOR Truth Table):

RAP{BA | RAPBB | IATEFY

XOR (55 93: fTGA (@53 IF (XOR Gate with Neural Networks)

AND 233 OR (ST6H 3= a1lte, XOR (515-27 ¥y 9356 A6t fRse (177 (intermediate hidden
layer) @S| Af6 MfF FIRT (preliminary transformation) S $(&, Ie XOR-AF @&
TSF FAT I

w

24

236 XOR (516 A9dSIF 35 (weights) V& FE M@ XOR TOSE 77 | aff 93 I@F
MEACTTES (single layer Perceptron) @ IRFITT ST T8F 77 A8 No-(ATIT AICITEA
(Multi-layer Perceptron 91 MLP) IS |

e H 3 f2ted (¢I1F (hidden layer), I1 XOR I¥A1I $a00 N2 FE |



e 11, I, Hs, Hi, Os T 0 (FALSE) 7 1 (TRUE)|
o {3 = H:-27 (¥RTT; t = He-AF (PIRID; ts = O5-97 (RIS |

H3=sigmoid(l1*w13+12%w23-13),H4=sigmoid(I1*w14+I2*w24-t4)H; = \text{sigmoid}(l:*w:s +
[2*w2s - t3), \quad H. = \text{sigmoid}(l:*wis + I2*W24 -
t«)H3=sigmoid(11*w13+12xw23-t3),H4=sigmoid(l1+w14+12:*w24-14)
O5=sigmoid(H3*w35+H4*w45-15)0s = \text{sigmoid}(Hs*wss + Ha*was -
ts)O5=sigmoid(H3*w35+H4*w45-15)

RIS SRTT AN SIS B @7H H1- (Sigmoid Activation Function) S=1& aras i

S BRAET =T {641 (Activation Functions at a Glance)

TACTIEET AN [ITATST Aoy WIT@ BRI A (T 2E:

Aclivation Function  Equation Example 1D Graph

Adaline, linear |~ ,
regression ;

i 0 z=<0
Unit Step
[Heaviside @lz)= {0_5 2=10 Perceptron

Linear plz)=2

; variant =
Funetion) 1 =57 ©
-1 z<0
Sign o _ Perceplron
{signum) ¢la=x0 2=0  variant
1 z>0 S—
o] zs -V PR
Piece-wise 2 v sz Support vector A
Linear PR 24k VaS2Eh L e —
1 zz 2
S Logistic
Logistic 1 ==
T p(z)= - regression, -~
ielmaic) 1+e* Multiayer NN

Hyperbolic g* -7 Multilayer NN
Tangent = '
ook P — o= RNNs
ReLU T e b | /
z z=0
TS HT e IRRNEH RIS T (GO AAFCCLT SHF fI6d FE, ST {799 932 FIige

HTRe(ETR & ST A fele afie Siasifen =3 a1 o™ 37 asanfs: (SfE@Gs STy Ny,
(GBT TAFEH BT HRI AFIGH FE (G TEN (T NS TN F7 17 57|

EIE[GERT G ERCIGRIIT)



IR #ifelk-07 SafaFel 8 IR Jfad T, TACITEES e S M (R | a6 (SoT e
FA© WA FE, ASARS TGIHSEN (ofd FE@ 9T o TS FF | (IO FHIHTTOF [T 20%,
A3 AFCTTES 2[& AT FETSORSENS [ETITAF FFol e INReSF F2Tel FAE|

HIFRM

o 35 Faw ST (Artificial Neuron) 2 a3f6 sfafed TR I SRERF AOT@
NG RO 1T FAT @R, AN1] A6 936 o @8I |

o STECTIEA 2T A0 TS (AH3IF TTIAT, AT 2[G (SbT (W@ H61F T IFANIS 26 1SS
oG PACO AW STl 7 FE| A6 aF6 TR T 2L “x’-(F F¥e 339 77 Aefbarie
FE AR A6 AMSEB T “f(x)” TSI FEH|

o STIECTIES Aol FoeT A (T IS FRIFISTT TGN 38 foref[Fer Fra|

o TS5 (FTATE MACTIES ST (FA( TR CTAEIT SHGT 12t A& |

o FFOEIE TECITES TN HCHISTE NCT (Fo3TF (Y5 IT STOIEF (FINFNT) TG ACIR
FAGT I AT F-[AAIF MO8 A FT oS F00 M|

o IATTIES A6 (516 (I AND, OR, XOR IBITF FA(@ |

(G751 T U (PTRNDS AFCTIE (B

(G751 % (Delta Rule) 31 o6 e (FIAES (LMS) 6 59319 @ ARTRNGS MECTIES (B FHT
23|

o  STHTECT TATITE (Ffovs e (ARG MNSGYHA SHF fISae|

o (G5!I F4 FOLAGINT ASHH (NENFS 0 97 1-97 7y, I @S amfere=a 132 FAT
2Y) ST AEFHAEEH Sy TS |

o AfC 7P IMTHIL 92 FIF© ACEIGH THFT FHF, 972 MCEI THCTTES (Efo-97 fofg
o I |

(TG FETT6 (F?

(e AT (& AN FE, TACTHE (Ffers T AT (TR (SHIF Tels FIHF|



o ShEmer IW AFEF @ AT 4, TG @ FHfTTw FTor 3@ M, (P
BIERIREE]

o NN SANAT (IFETG fETIT TITNF FE AL (B FIT|

(IO FOTT6 2 9F(6 SNfARe ST, N TAFFESNE HTRIEH (FeI6F (STEFCEH i 5T
T 9T FRES Nl 0 (8 (FF |

aft fFerE I IE?

(I FETTB T (T761 T 3T STl JCI:

o IINAT NEIRT N 38 (STEI TRCNIIT CHTT ST 1, I NS 35 [V FaT
T

o (JICEFT TG TE INFEAEHT ISIAES (&S, I AT TTT6! MEATBNT (72T |

(Gb] ¢ (ANF OTH:
o af% TE QTRIES MACTIEAR (IS STTH TFIT FE (& F47

o 3T A2 AR RAYEA [T FRETH TS HRAE 2926 ROTT F18 FF |

O(x)=w-x
(Bfers &G sTera:
o IMBETH BRI INSTF AT, FFINHETET (F@ SHET T [FONT ST FIET ©f Sl
S|
o (AT RETICE NATRTS SASEG 932 T T AEF I5f FT HIXF F41 27 RENNR
(&f: =6a o)
_ 1 )
E(w) = > Z(td —04)*

deD

(IfSTG foEeg oy (Efa: =0
o D I (Efe: ST 97 36 (6|

o t 3T (Bfels SHRAEH %7 SISGD (target output) 'd' a7 Sy



o 0 I (Efefs SurRaeerd feifa e ISfAGET ASHG 'd' 97 Sie¥s |

% SURAE AT MVIBETT BRI REE 952 286 o5 TRIF 5921 F971

399 (OB 972 OIWd Fo JT |\%j§II_ [(TRS F4T:

(93T, "TESFIFTRGE" Fe(o, 38 (GoEI N 93 MR Foa AfFaeT NMEFEAeIE STa=a FIF
TR (RN A )

(IREEG FETICE (Bfers G sTerel1 FATH Sy, ST TS SMGH6 A3 TH ASEHA N AT
BIEREEIET

J(w) Initial '

",/ Gradient
1

Global cost minimum

- """ Jmin(w)

(ISTE 6
o W ST Y8 33 (G54 (weight vectors) (F afefafig F@E|
o J(w) Ifffiy F@ 359 (GTEF TifFe @6 N (error values)|
e TG SMGA (error surface) SHAEITS N, T aF6 (A1 HFT (global minima) A&,
(T ST (SIS Aol TS efy NIEF S |

(TG FETID 3D ANSH T

ST AFNH HOIE FHPAC (T IT (G761 T NI FE ST6 ATGH FAR S5 | I35 e TIPS
(T, perceptron T AT THF S (Bl FAF T 3G AHI6d P, (& (G761 T =] Ffef
RIS TaT6! S@E APNSs FH, IF T (AR N MSIF NE[AT & M|

SIS



. 86 (O T AP IERS FF|

. (GOTIGA Sfeft (EferR STIFET 597, IS R J@TST FFa AR JM @17 F6 T,
O T AP 3G JATEH FFe |

. AFIEF RCTHCIE S A6 TAAHS T, I aff =8 [AdF 27|

- FRFOT TFTATO! (FA?

ST (AB3INE SI-(dAFeT (non-linearity) ST F1aT afb (SOIF Soe fw3fer F=61a Fa©
SRR FE, T TS AF0 25 (@3S o ST T=7 ey FH7 T 7| QAT T SIS
TAR & IA-(@AFO] T

-1 gFeIF A%y (TbT (Non-Linearly Separable Data):

AP I ST ST (I 2070 [P, ST A FAPET 972 SfoeT (A TSTe
FIOSIIO (OO I-AAFONR ey 77| AFf6 e @F NG 9% TATHISH T ST Fa0©
TSN 3@ a1, F19 Af6 (FIeE @R g S (ofy F9 N9Ts NFE|

. SGe fowdfa CTATE FFaTor:

fS@T, ReL U, 932 5192 (tanh) a3 SteT A-@14F MBI BRATST (oINS IA-FAFe!
FTIR® FE, TN (GBI Mo T HGT FA® F2TF| I8 FRIFS (TESTHE 376 I3
STHGA NS S5 TR e F2Fel &, IF ST TG P JT AT J2-J1fad
fSrag e tofF =31

. (CTAESR FAFFSIR HiIfe:

936 I2-IEF TS (FESTE, (RTASI T M AT MBS BRT SFTST FAT fsfo
(TR 39 (SOI@ f[Afemers FamfHe Fa (3| I-E@Fel RG], AFEF @NF (FI
236 (IO (&fF FIEF T IE, T TSI (oS TRFNE AFAFH FE (HAE | IN-(FF
TR ASTC (TN MO (TINET T fSfe T FoaelF tofd FA© =TS, JH BT
(GOIF AFS R[S 972 TH-IEF TTIT] tofs 27|

(A3 BIFEIRS: HTHIITE @68TF 9T fTFES @63 TF

RRERBICTCIERRICY
o EFLIE: HTHASIE fASATT (FE3AEF ©F FNMaFONF JNMRS F—IATG (V&

ATHPC—FAS HTIF 77 I fHFES @S =GR

o (FTATRT: 9% (ACSARHSIT T AF6 26 (FTHF, 9F 1 AFNEP RS (A 9T 9Ff6

SAMSEE (FF fa s1fde|



BT HI: HfSfb ST O 2 436 T TR @ &, oI af6
TIRS! (TN T

T HFTHISTE (@GS TS 3o (ITNISTST, TS [FFSIIT 972 A7 AT

A AST Tl FAFONT Tr9%0 2T (T ZFB-ASHE 1S 7 M 9T (T3
T 1 SIS frger AT 1|

RS A3 AT FAT 257

AT IO Ty FIHFH I T (I MGG ST MR ST |

Sawer:

TR 1 STATRAES (SO Tely S 7T, (T JII6! 3455 (@ A BiP 6] IS
Hae@ Tede Fh© M (INT ST A FIFE) |

IS ST (@63 TF (RNNs)

FIFEE: fTINES TCAT (FH3TNE AT SIS AF TN HEEIET IS CHrT OXy TqHel
FA© TE| O] FTaTF 7 PGS FE, (T I3 S AMTHIE ©FF S IO G
ToIfae FA MF, A6 @ESTFE THNIT NN ©F [ J1A© THT FF|

fRGe °B5: RNN 8feT 956 fRtSer (66 Io7 1y [7 AfefG BRA HrsT =St 27, T B afe
THTOT R CSITH ©F M FTAT© THA 27, JT NE AT (GOH Tefy Aoiq SFF |

F19219: RNN 8fel S1engeare SN @ 3 (G, (@3 P16 fsifer e, o swefer, bRy Sifas
SIIAEA, 9T (AT (SIS (FATH HEFEES [FoTe! AF, G 350 2|

T 972 THI-ASF (GBI AREEANH el S |

AFIEF THINAF TN O T @ TH, J] NGAF 595 0 |

Tawer:

RNN s 97 55Ef3ik 2@ o1E, [{eE 7@ G MEeEsis€e o S 1479 (681 F979 S99
S (RSB ST (72T fate & |



e RNN 31 FPTCEIAFTSNE TIILT (o TF, FIFT Jfefo GrRF G657 I3 FH@ iterative
TR TES |

RNN SIS ST Fa00, T2 T6-51F (TfT (LSTM) 43 (STBG fAFTES 206 (GRU) A7 StoT
eAEGS ofF 31 T@®, IT RNN 3 T fdaer aa8 FFIeNT AF6T F0© THH |

(SATETRE, SOFR{5S, 972 B2 FREGEIT

(IR #ifefk AT fAS AT (ST, 9FT6 AST T AQ (GO STF SIS (TRAIETRS F(© =, ©
G FAT T8 SFRTA | 2 NS (SANFTRE, SSTAHI5s, 932 6 FRGRIT TG SACETH
EEIRIGI

1. (SANTTREHH

(TR RET A7 AF(6 TS (FESIMFE HoS] I AQ, AW (GBIF (G5B (TBT) T SIET
MIHH FF, (TG R[OS Efore (TH1F ST (el FAT TA® | AFB SN (SHAIETRIER G (GbT©
TR farfarsfer ey, (Efas Surraersfer s Jme =)

2. 391G

SOAG6: TG I 930 G (Ffef: (GOIF YT TSI CTE, INoise I3 FAHBF [KIHS
(irrelevant details) %, I1H % Bz (GOIF T1F TH NOFOT RT3 T@e (GOIF ST ATATT AHHIANS
(@ M|

SOIAHGTT FIE:

o GG NG TN NGeMb YF (I AACIF (TN A (I T A SFe) feg A, aft (Ffere
(GBI "N F1¥© |

o IPTIY (Bfe: (GO T (BT (TBT ATFE, AT A0 SHERIISHT e "N, Senger fer e
BRI

o IAfSfA® AT ATMHT FIAE SOTIBI02: Sfefare afimse avma (High Training
Epochs): T (GHb AP AT @ Ao 27, 0 a6 (Bfer (So1F A0 @ rseng
ST 27T AR (AT AR 3806 Fot0 MEF | 9T B NGAIb (R (Gb1F O 8 F19 I,
e e JT AW (SHIF TTF ATATT TRHANTH T I |

o =

NG 3SEBG: FISNT AT IEF

3OTARI5: 972 ASTA: TSIR (A e AGETF TAHIN AT FE (SN | S@ I ST XA
SOTARTGS, ©1R SARVAT fF5 THS AHAT FE SN NG SSIAI6: FH© = |



SOAH6: FATH Sy fFeg ToNT:

1. FH-SNfIG T (Cross-Validation):
FH-SYAGH TH© TINT FAE AHAT (SoI@ ST T BT FE NGB AT 32 (56
FA00 A 97 T G0 [AfSFT (GOIIGT SFF TIFT F4] 3T, I 30F R0 FA© NZIFT
FE|

2. &1 (G6! fa@ gf¥=5er (Training with More Data):
STl (SOIF AT IS ASGiG NS (FRT @RS Frate 7 933 SeTaieit: 39 27| (@
(GBT MG NHTR forr e fFrare siamet 3@, (@6 aft =iz a1 ge 2 e i
GR

3. %61@ W4T (Removing Features):
e @2y 37 FooTR (OO1F W IfSfFe I TTRSNT S T FH© ME, I NGB
Sfoeer AT (M7 | AT AT T F7 SFTY HEESfT Im T NGafs A= TEer a3
FF! 2@ A

4. AR ARG AT (Early Stopping the Training):
% A AFIEF AT 1T (BfoRk (SH1F TIF BT HeA%d Ju4d FA(© N, 6 TFRXF
SR YA (F© R | A7 B AGA (556 (SO ST AAIOAT SIF AT TSI ST
MY o] 932 SOAe(0s (F1Y FT 27|

5. (ISTERE™ (Regularization):
(ASTERGS TaeSfel (TNF L1, L2 (FSATTRE) NoETd AT S5y Afefae
NI I SFG (ST HINT FH© TR FE | 9T T AGA6 ASIEF HfbTel (VW &
N AR T foafay ey |

6. A9FfRR (Ensembling):
AFCTET: Tmfe ST MOEE AMECIES[E 9500 FE 976 953 ACEF QAT A
FFI TS (Ofd FA© W] FE | 92 THfb NHHTS MOER T eTor ITH a3

SO0 FATI
A X A X
X X
* X X X X(OWX
X X
XX XXX X X% X X
XX X XX X
Under-fitting Appropirate-fitting Over-fitting
(too simple to (forcefitting--too
explain the variance) good to be true) laTal

3. SBI*R FRGISIT (Stopping Criterion)



SR FROGHEAT VT F@ FAT FOTT @SIMET Ao A& Sfow | A3F o FREGET
YIFE, MGG ARG (SOIF T AT AR [ MEF@ 9T Afeflae o 2@ M@ g o
EARGERIRIRECECTH

o IARF PR (Early Stopping): SR ST NGEF TN AF6 AT (BbT o
(ST (V5) (© AL FAT 2T | TN SIS (G TN S T 2 I, 0
SR YN (3T 2T @ SSTABI0s (18 FHT I |

o 3T M % AUNH (Fixed Number of Epochs): J&F & J1 TS fefawe a5
SRfHEe AT AT (76 F41 37| B, 92 T&f6b 9 AfIee 93 ST SfewEm
FA© YT FRFF T3 T(© TH|

o OG-S sBf*1: (Validation-Based Stopping): % syersifaws Tx:fmTerd
SIS 16 T FF 972 92 BI6 F] 7 1 IS AT AT (77|

4. 38152 TSI TS (Overcoming the Overfitting Problem)

SO TG ST FHT Sie¥y {55 (FPIT H@T FT (o M| 92 TH e STT Jay onferns e
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Handwritten Digit Recognition)
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	SEMESTER IV - UNIT 4A  
	Supervised Machine Learning: 
	Supervised Learning হলো মেশিন লার্নিং-এর সেই ধরণ, যেখানে মেশিনগুলোকে ভালোভাবে লেবেলযুক্ত (labeled) প্রশিক্ষণ ডেটা ব্যবহার করে প্রশিক্ষণ দেওয়া হয়, এবং সেই ডেটার ভিত্তিতে মেশিনগুলো আউটপুট পূর্বানুমান করে। লেবেলযুক্ত ডেটা মানে হলো কিছু ইনপুট ডেটার সাথে ইতিমধ্যেই সঠিক আউটপুট ট্যাগ করা থাকে। Supervised Learning-এ, মেশিনগুলোকে দেওয়া প্রশিক্ষণ ডেটা এক ধরনের তত্ত্বাবধায়ক (supervisor) হিসেবে কাজ করে, যা মেশিনকে সঠিকভাবে আউটপুট
	Supervised Learning হলো একটি প্রক্রিয়া, যেখানে মেশিন লার্নিং মডেলকে ইনপুট ডেটা এবং সঠিক আউটপুট ডেটা উভয়ই প্রদান করা হয়। Supervised Learning অ্যালগরিদমের মূল উদ্দেশ্য হলো একটি mapping function খুঁজে বের করা, যা ইনপুট ভেরিয়েবল (x) কে আউটপুট ভেরিয়েবল (y)-র সাথে সম্পর্কিত করে। 
	বাস্তব জীবনে, Supervised Learning ব্যবহার করা যায় যেমন: Risk Assessment, Image Classification, Fraud Detection, Spam Filtering ইত্যাদিতে। 
	Supervised Learning কিভাবে কাজ করে? 
	Supervised Learning-এ, মডেলগুলোকে লেবেলযুক্ত ডেটাসেট ব্যবহার করে প্রশিক্ষণ দেওয়া হয়, যেখানে মডেল প্রতিটি ধরনের ডেটা সম্পর্কে শেখে। একবার প্রশিক্ষণ প্রক্রিয়া সম্পন্ন হলে, মডেলটি পরীক্ষামূলক ডেটা (test data) এর ভিত্তিতে পরীক্ষা করা হয় (যা সাধারণত প্রশিক্ষণ সেটের একটি উপসেট), এবং এরপর এটি আউটপুট পূর্বানুমান করে। Supervised Learning-এর কাজ বোঝা সহজ হয় নিচের উদাহরণ এবং চিত্রের মাধ্যমে: 
	Supervised Learning-এর ধাপসমূহ: 
	Supervised Machine Learning অ্যালগরিদমের ধরন: 
	১. Regression 
	২. Classification 
	Supervised Learning-এর সুবিধা: 
	Supervised Learning-এর অসুবিধা: 
	Bayesian Learning 
	Bayes Theorem 
	Naïve Bayes Classifier Algorithm 
	Bayes' Theorem 
	Naïve Bayes Classifier-এর কার্যপ্রণালী 
	Naïve Bayes Classifier-এর সুবিধাসমূহ (Advantages): 
	Naïve Bayes Classifier-এর অসুবিধাসমূহ (Disadvantages): 
	Naïve Bayes Classifier-এর প্রয়োগক্ষেত্র (Applications): 
	Machine Learning-এ Decision Tree: 
	Decision Tree কীভাবে কাজ করে: 
	Decision Tree-এর পরিভাষাসমূহ (Terminologies): 
	Decision Tree কীভাবে গঠিত হয় (Formation Process): 
	কেন Decision Tree ব্যবহার করা হয়?  
	Decision Tree-এর পদ্ধতি (Decision Tree Approach) 
	1. Information Gain (তথ্য লাভ) 
	Entropy (এন্ট্রপি) 
	সূত্র বিশ্লেষণ (Formula Breakdown): 
	উদাহরণ (Example): 
	 
	 
	2. Gini Index 

	Decision Tree Algorithm-এর উদাহরণ 
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